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DESIGNING AN INTERACTIVE MULTIMEDIA ENVIRONMENT 
FOR LEARNING AND AIDING TROUBLESHOOTING 

1    Introduction 

The need for effective troubleshooting is rapidly becoming ubiquitous in our increasingly 
technological society. People with a variety of educational backgrounds, involved in many 
different kinds of jobs, are using a growing number of technologically sophisticated tools. 
These tools frequently require troubleshooting. 

However, effective and efficient troubleshooting of devices and systems is a complex pro- 
cess to perform. And, for several reasons, it is equally difficult to learn. First, troubleshooting 
requires detailed knowledge of the device or system in question, making it hard to separate 
domain knowledge from troubleshooting knowledge and strategies. Second, troubleshooting 
may occur in many different situational contexts, under different resource bounds, each re- 
quiring different reasoning strategies (Towne and Munro, 1988; Towne, 1993; Munro, 1993). 
For example, a diagnosis situation may require that the failed device be repaired imme- 
diately, or a longer turn-around time may be permitted; and, replacement parts may be 
plentiful and cheap, or they may be scarce and expensive; and, certain diagnostic tests may 
be difficult or time-consuming to perform. 

Our research examines the prospects for designing interactive systems that help users 
learn effective troubleshooting skills and strategies. Furthermore, as the user gains expertise, 
we examine how the role of the interactive environment may change to become more of a 
personal assistant that aids and structures the troubleshooting process. This research thus 
provides an interesting case study of how cognitive science research can be used to inform 
the design of tools intended for authentic and complex work domains. 

This research is informed by two important strands of related work. First, we draw upon 
work aimed at understanding people as they engage in complex troubleshooting tasks and, 
in addition, as they learn how to troubleshoot. In this arena, we draw upon results from 
both empirical and analytical studies (for example, AI and cognitive science models). We 
began by observing car mechanics as they diagnosed malfunctioning engines and, based upon 
that, developed a model of an ideal learner of troubleshooting skills (Redmond, 1992). This 
model tells us much about the kinds of situations that enable succsessful learning in active 
apprenticeship learning situations. 

However, we still lacked a complete model of the troubleshooting problem solving. To 
this end, we performed studies of students diagnosing faults using a computer-based, dy- 
namical simulation of an oil-fired marine steam power plant, called Turbinia, coupled with 
an intelligent tutoring system, called Vyasa (Vasandani and Govindaraj, 1993; Vasandani 
and Govindaraj, 1994). The domain of study is diagnosis of large systems, a complex ac- 
tivity that requires detailed knowledge of the device or system in question, along with a 
repertoire of troubleshooting strategies (Lancaster and Kolodner, 1988; Redmond, 1992). 
The Turbinia simulation environment provides a tractable means for analyzing the range of 
student diagnostic strategies. Our analysis of student troubleshooting activities is performed 
in the context of a theoretical framework for analyzing diagnostic tasks. In this framework, 



diagnosis is characterized as a process of generating hypotheses for explaining the observed 
faults, and testing these hypotheses by conducting experiments.  Such reasoning has been 
described as dual problem space search, where processing alternates between search in the 
hypothesis problem space and search in the experiment problem space (Klahr and Dunbar 
1988). 

The second important strand of research draws upon the design and development of 
interactive multimedia learning and aiding environments. We are interested in both work 
focusing on theory-driven design of multimedia, and work focusing on how students learn 
in apprenticeship learning situations (Collins et al., 1989; Lajoie and Lesgold, 1989). We 
review literature that highlights the important processes that comprise active learning. In 
addition, we present a theory for the design of interactive systems, based upon cognitive 
considerations of users and tasks. 

This paper presents the empirical and analytical studies underlying the design of an 
interactive system for troubleshooting. Specifically, results from studies of troubleshooting 
provide the theoretical underpinnings for knowledge communication. Similarly, prior research 
on the design of interactive multimedia learning environments provide a theoretical basis for 
design. In tandem, these provide the motivation for the design of an interactive multimedia 
learning environment to help and aid people as they troubleshoot complex systems. The 
target domain for our system is customer help-desk employees. These employees, called 
help-desk specialists, work for a large computer company and receive telephone calls from 
customers experiencing problems with their computer systems. Through conversing with 
the customer, asking questions, and drawing upon information resources, they diagnose the 
problem and offer solutions. 

This real-world work domain provides an ideal test-bed for our design. It is prototypi- 
cal of troubleshooting tasks. Help-desk operators engage in complex troubleshooting, under 
difficult and time-constrained conditions. Customers typically want immediate solutions to 
their problems, yet they are not always able to correctly identify and articulate problems 
and symptoms. In addition, help-desk operators are limited in the kinds of diagnostic tests 
that they can perform, since they are primarily limited to conversations and question-asking. 
Finally, they have at their disposal a wide array of information resources. They perform diag- 
nosis in an information-rich environment, drawing upon resources such as on-line databases, 
libraries of solved cases, manuals, and other specialists. They must make rapid decisions as 
to which resources will provide the best information in the shortest amount of time. 

2    Troubleshooting Problem Solving 

We begin by presenting the theoretical framework we have developed to characterize trou- 
bleshooting tasks. This section describes this theoretical framework for troubleshooting tasks 
and describe a computational model, which implements the framework. 



A Theoretical Framework for Diagnosis 

We define diagnosis as identifying the component that is causing the faulty condition. We 
propose that this process involves identifying and clarifying the initial symptoms, generat- 
ing hypotheses to explain the symptoms, running diagnostic tests to confirm or disconfirm 
hypotheses, and evaluating test results. Within cognitive science, the alternation between 
hypothesis generation and testing has been characterized as dual problem space search (Klahr 
and Dunbar, 1988). In such models, search alternates between (1) the hypothesis space, which 
contains all possible hypotheses for the task, and (2) the experiment space, which contains all 
possible experiments for the task. This framework has been proposed as a model applicable 
to any problem solving situation in which hypotheses are proposed and data are collected 
(Klahr and Dunbar, 1988)1. 

Search in the hypothesis space entails proposing components whose failure best explains 
the observed symptoms. The search is guided by both prior knowledge and results from ex- 
periments. Search in the experiment space entails conducting diagnostic tests whose results, 
in turn, may confirm or disconfirm particular hypotheses under consideration. Search in 
the experiment space may be guided by currently active hypotheses, or may serve to gather 
information for formulating hypotheses. 

Klahr and Dunbar (1988) developed this framework to characterize problem solvers' ac- 
tions as they engaged in process of scientific discovery. The framework enabled them to 
characterize problem solvers in terms of how they chose to search the two problem spaces. 
Theorists describe problem solvers who first attempt to generate hypotheses that are then 
confirmed or disconfirmed through experiments. This top-down approach begins with search 
in the hypothesis space, and the search in the experiment space is constrained by the hypothe- 
ses under consideration. Experimenters describe problem solvers who search the experiment 
space without explicit hypotheses. In this bottom-up strategy, hypotheses are induced from 
experimental results. 

Thus, strategies are crucial for determining where and how the two problem spaces are 
searched. For example, when searching the hypothesis space, are several hypotheses consid- 
ered, or only one? When searching the experiment space, are tests conducted to 1) confirm 
the leading hypothesis, 2) disconfirm hypotheses, or 3) maximize information gain? In our 
empirical studies, we were interested in determining students' strategies for coordinating 
search in the two problem spaces, whether students could be characterized as theorists or 
experimenters, and the effects of resource bounds on students' search strategies. These stud- 
ies provide a baseline that tells us how the novices we are addressing see the problem and 
which strategic pieces of troubleshooting the system needs to help them learn. 

xIt is also interesting to note that some theories of scientific discovery are inspired by AI-based models 
of troubleshooting (Darden, 1990) 



TS: A Computational Model 

In order to carefully separate and analyze the effects of knowledge, strategies, and con- 
trol during troubleshooting, we created TS (TroubleShoot), a computational model of the 
knowledge and strategies involved in troubleshooting an automobile engine. 

TS was implemented using the Soar cognitive architecture (Laird et al., 1987). Soar is 
a general problem solving architecture, which includes an experience-based learning mech- 
anism, called chunking. Information processing in Soar involves search in problem spaces 
through the application of operators in order to achieve a particular goal, with knowledge 
influencing both the structure and efficiency of the search process (Newell, 1990). 

The Soar architecture has two kinds of memories. The first memory, a recognition or 
content-addressable memory, stores long-term knowledge in production rules (or situation- 
action pairs). The second memory is called working memory, and contains a set of objects 
that represents the current problem solving situation. Changes to working memory trigger 
parallel access to recognition memory, where all productions whose conditions match to 
elements currently stored in working memory are fired. 

General Modelling Framework 

Within TS, successful troubleshooting is defined as identifying the component that is caus- 
ing the faulty condition. As suggested by the theoretical framework, the process involves 
identifying and clarifying the complaint, generating hypotheses to explain the symptoms, 
and running tests to confirm or disconfirm hypotheses. This process may be iterated several 
times until the faulty component is located. 

Implementation 

The above theoretical framework is implemented in the TS Soar model by dividing the 
troubleshooting problem solving into multiple problem spaces. In addition, the TS model 
consults an external simulation of the malfunctioning engine in order to collect the initial 
complaint and results from diagnostic tests. 

The problem solving begins by requesting the complaint from the external simulation. 
This is also an opportunity for problem re-description. For example, a generic complaint 
may be re-interpret in terms of the more specific underlying causal model. 

After collecting the complaint, the system begins problem solving in one of three problem 
spaces: 1) the hypothesis generation space, 2) the hypothesis testing space, and 3) the 
hypothesis evaluation space. The order in which problem spaces are visited and re-visited 
depends on the particular students' problem solving strategy. 

The hypothesis generation problem space. 
The role of this problem space is to formulate a hypothesis about which system component 

is faulty. Hypotheses can be generated in many different ways. The easiest method (the least 

4 



computationally expensive) for the generation of hypotheses occurs via the application of 
relevant symptom-fault pairs. These are acquired through experience. Hypotheses can also 
be generated by specializing a previous, more general hypothesis. They can be generated 
through causal reasoning, where previous hypotheses and test results are considered. Finally, 
they can be generated by analogies to previous problem solving episodes. 

In addition, hypothesis generation can be either serial or parallel. That is, several hy- 
potheses can be considered at once, and one selected as a the leading contender, or a single 
hypothesis can be generated at a time. 

After the set of hypotheses has been generated, one is selected. Several heuristics are 
available for doings this, e.g., choosing the easiest to test, choosing the most probable, or 
choosing the most familiar. 

The hypothesis testing problem space. 
Two main processes occur here: Proposing a test and carrying it out. Strategies help 

select the kinds of tests selected. Heuristics help to identify tests that are cheap to conduct, 
yet are maximally informative. For example, visual inspections of parts are much quicker 
to perform than using expensive test equipment. Tests can serve to confirm or disconfirm 
active hypotheses. Once a test is chosen, a prediction of its result is made. 

Next, the test is conducted and the external simulation returns the test result. The test, 
the prediction, and the test value are all recorded. 

The hypothesis evaluation problem space. 
The role of the evaluation problem space is the evaluate the currently active hypothesis 

in light of the current data (hypotheses considered, tests conducted, and tests results). The 
test result is first compared to the prediction. Depending on the comparison, TS will do 
one of several things: (1) it might halt with its final diagnosis, (2) it might reject the 
current hypothesis and return to the hypothesis space, (3) it might propose that the current 
hypothesis be refined and return to the hypothesis space, and (4) it might decide that further 
tests results are inconclusive and return to the test problem space. 

Protocol Simulations 

In order to determine coverage of the model, we used TS to interpret the protocols of 
two students and an instructor in an auto mechanics vocational education class (Lancaster 
and Kolodner, 1988). These protocols, collected during the previous contract period, were 
analyzed informally and formed the primary motivation for the model of learning to trou- 
bleshoot (Redmond, 1992). These same protocols were revisited and modeled more formally 
in a model of troubleshooting problem solving. 

In the model, we were interested in determining which heuristics, knowledge, and strate- 
gies led to their decisions. Input to TS was the troubleshooting behavior of participants. TS 
constructs a chain of inferences that provides a plausible explanation of their behavior. 

For the current model, protocols were drawn from a troubleshooting session in which 



a piece of tape had been wrapped around the outgoing terminal of the fuel pump fuse. 
The car's symptom was that it would turn over but would not start. This problem was 
successfully solved by all participants. 

We added knowledge about automobile fuel systems to TS to allow it to simulate the be- 
havior of participants. In general, the primary differences between the participants were the 
number of hypotheses generated, whether or not they were generated in parallel, heuristics 
for choosing the best hypothesis (e.g. a bias toward the "easiest" hypothesis to test), and 
types of tests selected (confirming vs. disaffirming). 

First Student: Novice 

The first student was considered intermediate in that he was in his second quarter at the 
school. Upon beginning the problem, he suspects a fuel pump problem almost immediately. 
Then, in sequence, he considers a number of subcomponents of the fuel pump and tests each 
one in turn. His search is hampered by a difficulty in locating the fuel pump relay. In sum, 
this protocol is characterized by a sequential generation of hypotheses, each a refinement 
of the previous. Tests are also proposed sequentially, in an attempt to confirm the active 
hypothesis. The only real difficulty the student encounters occurs due to lack of topographic 
knowledge. 

Early in his reasoning, the student uses a symptom-fault pair to go from non-starting 
car to hypothesizing the fuel pump as the faulty component. Clearly this is an idiosyncratic 
pair, but, due to the fault distribution probability of most cars, it has a fairly high degree 
of reliability. 

Second Student: Advanced 

The second student was considered advanced in that he had more background that the 
previous student. He locates the failure easily once he decides to check the fuses. But first, 
he incorrectly applies a procedure by using a wrong piece of equipment during a test, which 
slows his progress. All of his tests act to confirm the active hypothesis. 

The protocol begins a parallel generation of hypotheses. The generation appears to be 
driven by a symptom-fault pair: 

What are the 3 things we need for a car to run? Air, fuel, and heat. The first 
thing I'm gonna check and make sure we got fuel. 

Note that the trigger, "car to run", is fairly vague at this point. We suspect that such 
triggers, with experience, become more attuned to relevant car features. It is unclear what 
prompts the ordering of these hypothesis such that one is selected over the others. 

This student uses causal reasoning to make some of his decisions to interpret a test result, 
and to generate or refine a hypothesis: 



So, what we're gonna think about now is why that fuel pump is not running 
when it's got 12 volts back there to it. 

Okay, the ECM controls the injector so what we have - the fuel pump's 
running - we tested it we ran straight to that bypass wire went back there and 
heard it. And we know we got fuel up to the injector and what the injector does 
is - the ECM - the computer puts 13 volts to the red wire to the injector and 
then the other side goes to ground so when the key is on you have ignition going 
to the red wire to the injector so you take the test light, hook it to the ground 
and the light should come on and it's not. 

This student also displays an awareness of some potential pitfalls of tests. As a backup, 
he proposes more reliable (and also more "expensive") tests. Thus, in this example, tests 
are ordered according to how difficult they are to conduct, with an accompanying awareness 
of the reliability of their results. 

So we want to do now is check the fuse to the ECM and check it. It looks 
okay, but that doesn't mean it's right - 'cause in the back of it a wire could be 
loose. What I need to do though is to check it with the light. 

Instructor: Expert troubleshooter 

The instructor (an expert) generates many hypotheses in parallel and then employs a hypothesis- 
elimination strategy.   He also appears to select tests on the basis of how easy they are to 
conduct.   Finally, he, on occasion, selects a test that acts to disconfirm a test.   We also 
observe frequent episodes of causal reasoning in which hypotheses are proposed or refined 
(but not rejected). 

In this first example, we see a refined symptom-fault pair pointing to three hypotheses. 
The instructor, based on a non-starting car, immediately identifies non-combustion (a higher- 
level perceptual feature) as the symptom. Notice that he does not say "the car doesn't start." 
On the basis of the perceived symptom, three possible faults are hypothesized. Then, one is 
selected on the basis of ease of investigation. 

First thing I start thinking about is what? The three things that you have 
to have for combustion - fuel, heat, and air. Ok? Now - what you gotta think 
about there is what is the easiest thing to check? The fuel. 

This excerpt shows an example of a test that is conducted to disconfirm a hypothesis: 

Now as I power the ECM down for 10 seconds I'm gonna turn the key to 
the ON position and listen...And I hear no pump run...But it should run for 2 
seconds, so now I - now wait a minute - you the hear fuel pump relay energize, 
you'll hear the pump run. Now, I know that the pump is not running. I know 
that I don't have any fuel. 



Summary 

The theoretical framework we developed helps address and characterize the inherent com- 
plexity present in troubleshooting tasks. In addition, the model and simulation of protocols 
demonstrate the usefulness of the framework for understanding the troubleshooting process. 
They serve to highlight differences between the troubleshooting processes of the students 
and the instructor. First, the students typically generate hypotheses in a serial fashion and 
generally only one hypothesis is considered at a time. The instructor, on several occasions, 
generates hypotheses in parallel. Second, differences are observed in how selections are made. 
For the instructor, the hypothesis that is deemed the easiest to investigate is typically the 
one that becomes active. The students appear to select on the basis of familiarity. 

Third, differences exist in how testing strategies are selected. Often the instructor se- 
lects a test whose outcome will disconfirm active hypotheses. The students tend to select 
tests that will confirm their hypothesis. The technique of selecting a measurement that pro- 
duces maximal elimination of hypotheses is frequently used in AI models of troubleshooting 
(deKleer, 1990). While it is certainly an efficient technique, it was never observed in the 
students' protocols. We note that there is also probably a relationship between the method 
used to generate hypotheses (i.e. in parallel) and whether a test was selected that served to 
disconfirm multiple hypotheses. 

Finally, and quite obviously, knowledge differences affect the process. The students pos- 
sess a smaller and less refined symptom-fault set and were less able to effectively use causal 
reasoning in order to focus their search, compared to the expert. 

Empirical Studies of Troubleshooting 

The previous section presented a theoretical framework for troubleshooting, a computa- 
tional model, and a small protocol study of people troubleshooting an automobile engine. 
The model and the protocol analyses were intended as initial explorations of troubleshooting 
problem solving. In particular, these preliminary studies revealed the importance of genera- 
tion hypotheses, and testing those hypotheses. Strategies were also suggested as important 
for coordinating these processes in these two problem spaces. 

In order to further examine the role of hypothesis generating and testing and how strate- 
gies coordinate these processes , we conducted empirical studies of students' troubleshooting 
a complex, dynamic system. In our studies, students diagnosed faults in a computer-based 
simulation of an oil-fired marine steam power plant, called Turbinia, coupled with an in- 
telligent tutoring system, called Vyasa (Vasandani and Govindaraj, 1993; Vasandani and 
Govindaraj, 1994). The domain of study is diagnosis of large systems, a complex activity 
that requires detailed knowledge of the system, along with a repertoire of troubleshooting 
strategies (Lancaster and Kolodner, 1988; Redmond, 1992). 

An important benefit of conducting empirical studies in the context of computer-based 



Simulation systems is that they offer invaluable opportunities for studying student problem 
solving activities and strategies. Specifically, the simulation context provides a more con- 
strained environment for analyzing learning and performance in complex, problem solving 
domains. In addition, the simulation context allows tractable means for recording the prob- 
lem solving of a large number of people, thus establishing greater reliability. Results from 
such studies have several important implications. Theoretically, they provide insights into 
the nature of cognition and learning in the context of interactive educational technologies. 
Practically, they provide guidance on the design of such systems. 

In the first study reported, we analyzed students' diagnostic goals and strategies in terms 
of the theoretical framework. We were interested in determining students' strategies for 
conducting and coordinating search in the two problems space. In addition, we wished to 
characterize these strategies with respect to students' overall diagnostic performance. 

In addition, diagnosis can occur in many different situational contexts, under differing 
resource bounds (Towne and Munro, 1988). For example, a diagnosis situation may require 
that the failed device be repaired immediately, or a longer turn-around time may be permit- 
ted. Moreover, replacement parts may be plentiful and cheap, or they may be scarce and 
expensive. Finally, certain diagnostic tests may be difficult or time-consuming to perform. 

Again, the Turbinia simulation environment provides means for analyzing diagnostic 
strategies under different situational contexts. These analyses can be conveniently performed 
using the simulation, while avoiding some of the costly and inherent difficulties present in 
performing field studies. In particular, the second study we report investigates the effects of 
resources bounds on students' diagnostic strategies. Two resource bounds were investigated: 
time bounds and cost bounds. The effects of time constraints on diagnosis performance were 
investigated by manipulating the time available for diagnosing faults. The effects of cost 
were investigated by limiting the number of diagnostic tests that students were permitted 
to conduct. 

The results from these two studies show how simulation environments offer methodolog- 
ical advantages for studies of student learning and performance. Moreover, these results 
provide important feedback and implications for the design of software simulation and learn- 
ing environments. For example, the results raise issues in the kinds of fidelity that are 
designed in a computer simulation in order to model the corresponding external system 
(Collins, in press). In one common approach, the system designer attempts to maintain an 
epistemic fidelity with the external system (Wenger, 1987). In this view, the representa- 
tions used in the simulation capture the structural organization of knowledge assumed to be 
held by the expert. An implicit instructional assumption is that the learner internalizes the 
expert's mental model through interacting with the simulation. In Turbinia, the organiza- 
tion of systems, subsystems, and components were modeled on an expert's understanding 
of the marine power plant (Govindaraj and Su, 1988). In another approach, the simulation 
maintains a dynamic or temporal fidelity with the external system. That is, as the external 
system changes through time, the corresponding simulation reflects these changes. Turbinia 



also attempts to maintain dynamic fidelity, as the effects of faults propagate through the 
simulation with time. 

As we will argue, the results from our studies show that students develop strategies 
that are tuned to particular constraints present in the simulation environment. In short, 
students' strategies develop from exposure to a range of situation contexts exhibited by the 
system. These results, then, suggest a third, important kind of fidelity to be considered 
during design - one that we have termed fidelity of interaction. In this view, the design of 
simulations of dynamical domains should attempt to preserve the costs and resource bounds 
of target situations. This will enable students to develop strategies that are faithful to the 
activity demands of real-world situations. 

Turbinia-Vyasa 

In our empirical studies, we used a computer-based simulation, called Turbinia-Vyasa. This 
simulation is an instructional system that trains operators in diagnostic problem solving 
in the domain of marine power plants. It is comprised of a steam power plant simulator 
and an intelligent tutoring system. Turbinia-Vyasa is implemented in Macintosh Common 
Lisp with Common Lisp Object System and runs on Apple Macintosh II computers. The 
simulator, Turbinia, is based on a hierarchical representation of subsystems, components, and 
primitives together with necessary physical and logical linkages among them. Turbinia can 
simulate a large number of failures in a marine power plant. Approximately 100 components 
have been modeled to achieve fairly high degrees of structural and dynamic fidelity even 
though the physical fidelity of the simulator is rather low. Vyasa is the computer-based 
tutor that teaches the troubleshooting task using Turbinia. The simulator, an interactive, 
direct manipulation interface, and the tutor (with its expert, student, and instructional 
modules) comprise the instructional system. 

A student interacts with Turbinia-Vyasa by choosing a schematic icon, a component, a 
gauge, or icons representing functions of the tutor. The boiler schematic, along with various 
icons, is shown in Figure 1. 

Study 1: Diagnostic Strategies 

As discussed, the first study provides an analysis of students' diagnostic strategies in the 
context of Turbinia. In particular, we analyzed students' diagnostic goals and strategies in 
terms of our theoretical framework. We were interested in determining students' strategies 
for conducting and coordinating search in the two problems space. In addition, we wished 
to characterize these strategies with respect to students' overall diagnostic performance. 

In this study, students learned to troubleshoot using one of three training methods. 
The training phase was followed by a test phase, in which students diagnosed a series of 
faults using the simulator only.   Details and results of students' performance during the 
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Figure 1: The boiler schematic in Turbinia. 

training phase are reported elsewhere.(Vasandani and Govindaraj, 1994). In the analysis 
presented here, we focus on students' diagnostic strategies after the training phase and while 
diagnosing faults using only the simulator. More details on the results of the study can be 
found elsewhere (Recker et al., 1994). 

Method 
Thirty undergraduate Georgia Tech Naval ROTC cadets served as students in the study. 

The study consisted of a training phase (10 sessions) and a testing phase (two sessions). All 
sessions lasted approximately 1 hour. During the training phase students were randomly as- 
signed to one of three training conditions : (a) training using the simulator alone (Turbinia), 
(b) training with the aid of a passive tutor (passive Vyasa), and (c) training with the aid 
of an active tutor (active Vyasa). The training phase spanned 10 sessions, with students 
typically attending one session per consecutive day. Students were never allowed to attend 
more than one session per day. 

During each subsequent training sessions, students solved three faults. Overall, students 
diagnosed a total of 28 faults during the training phase. The fault ordering was randomly 
determined, and identical for all students. 

The training sessions were followed by a test phase, consisting of two sessions, which was 
identical for all students. Five faults were new, while five faults had been presented during 
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Mouse Percent Overall 
Category Mean 
Gauges 39 25.19 
Components 28 18.26 
Schematics 9 5.78 
Symptoms 2 1.62 
Diagnoses 6 4.00 

Table 1: Percentage and mean number of mouse actions per category. 

the prior training sessions. 
Results 
The Turbinia system kept a permanent record of each students' mouse actions. Each 

mouse action served one of the following functions: 1) a request to view the initial fault 
symptoms 2) a request to view a schematic, 3) a request to view a component, 4) a request 
to view a gauge, and 5) a request to make a diagnosis. 

The first type of mouse action was assumed to be problem formulation or elaboration. 
The second and third types of mouse action were assumed to involve hypothesis formulation. 
Mouse actions in the fourth category were assumed to involve hypothesis testing, while 
actions in the the fifth category were considered to be hypothesis evaluation. 

Mouse Actions. Overall, the mean number of mouse actions per fault condition varied 
widely, and can be seen as reflecting fault difficulty. The high variability also suggested that 
there was no learning effect during the test phase. For this reason, in the analyses reported 
below, faults were sorted by difficulty. Fault difficulty was determined by sorting on the 
mean number of mouse actions per fault presented. 

Table 1 shows the overall percentage and mean number of mouse actions in each category 
for all faults. Viewing gauges was the most common activity, accounting for 39% of students' 
mouse actions. Viewing components accounted for 28% of students' mouse actions. Calls for 
viewing a new schematic accounted for 9% of the mouse actions, while evaluating diagnoses 
accounted for 6%. The most infrequent action was viewing the initial symptoms (2%). 
Thus, over a third of the students' actions involved conducting experiments. These results 
also suggested that, overall, students did not appear to engage in much problem formulation 
or elaboration. 

The large number of tests suggested that students were following a strategy of attempting 
to confirm their hypothesis. The ubiquity of the positive-test strategy is a robust finding in 
the scientific discovery literature. While the positive-test strategy is generally acknowledged 
to be a less-efficient strategy than a negative-test strategy (Freedman, 1992), its optimality 
is, in reality, a function on the distribution of positive and negative instances (Klahr and 
Dunbar, 1988). For example, if the probability of confirming a hypothesis is high, then a 
positive test result does not add much new information. However, in the Turbinia simulation, 
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Mouse Mean Mean Main Effect Group X Trials 
Category Quick 

16.76 
Slow 
33.42 

F(l,28) p-value p-value 
Gauges 6.85 .0001 .0001 
Components 12.24 24.28 27.22 .0001 .02 
Schematics 4.78 6.77 9.69 .005 n.s. 
Symptoms 1.57 1.68 - n.s. n.s. 
Diagnoses 3.57 4.42 - n.s. n.s. 

Table 2: ANOVA results. 

the majority of the gauges had normal levels. Therefore, students had a low probability of 
encountering abnormal gauges, which would serve to confirm their current hypothesis. As 
such, the use of a positive-test strategy is a quite reasonable heuristic. 

Diagnostic Efficiency. Students were divided into two groups, Quick vs. Slow, which 
was intended to capture students' troubleshooting efficiency. The split was based on a post- 
hoc median split of the mean number of mouse actions performed when diagnosing novel 
faults during the test phase. In performing this split, we were interested in characterizing 
differences between efficient (Quick) and less-efficient (Slow) troubleshooters. 

Analyses of variance were conducted with the number of mouse actions in each category 
per fault (sorted by difficulty) as the repeated measure, and group as the between-students 
factor. There was a strong main effect of trials (all p's < .0001) in all mouse action categories. 
This result again reflected fault difficulty. On harder faults, students were simply making 
many more mouse actions in all categories. 

In terms of the number of gauges viewed by students in the two groups (Quick or Slow), 
there was a strong main effect of group and an interaction of group with trials (see Table 
2). Moreover, there was a significant linear trend showing increased viewing of gauges with 
increased fault difficulty, F(l, 28) = 24.66, p = .0001. Thus, as faults increased in difficulty, 
the less-efficient group viewed significantly more gauges 

Similar significant differences were found in the number of components viewed by students 
in the two groups. There was a main effect of group and an interaction of group (Quick vs. 
Slow) with trials (see Table 2). Not only did the less-efficient students make significantly 
more component checks, their number increased significantly as faults became more difficult. 
As with gauge checking, there was a significant linear trend showing increased viewing of 
component with increased fault difficulty, F(l, 28) = 13.07, p = .001. 

Summary. By definition, the less-efficient students made more mouse clicking actions. 
However, a significant difference between the less-efficient and efficient troubleshooters was 
found only in the number of gauges and components viewed. These results suggest that the 
primary difference between efficient and less-efficient troubleshooters was in the number of 
diagnostic tests. The less-efficient students conducted significantly more tests, and this dif- 
ference became more pronounced as faults increased in difficulty. These students could thus 
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be characterized as experimenters in that they were attempting to induce the failed compo- 
nent by searching for abnormal gauges. The more-efficient students conducted significantly 
fewer experiments, suggesting a better search of the hypothesis space. 

Study 2: Effects of Resource Bounds 

In the real world, many kinds of external constraints operate during diagnosis. The second 
study was addressed at investigating the effects of resource bounds during diagnosis. The 
central questions in this study were the role of resource bounds and their resulting impacts 
on students' diagnostic strategies. 

We investigated the effects of two kinds of resource bounds on students' diagnostic strate- 
gies: time and cost. Time limits within Turbinia were implemented by restricting the time 
available to diagnose faults. Cost limits within Turbinia were implemented by adding a 
"Cost" window to the interface, next to the window that kept track of elapsed time. Upon 
startup, this window displayed a number that was decremented by one each time a diag- 
nostic test was conducted. In the case of Turbinia, this corresponded to consulting a gauge 
attached to a component. 

Method 
Twenty-four Georgia Tech Naval ROTC cadets served as students in the study2. The 

study consisted of three sessions, each lasting approximately two hours. The first session 
was a training phase, in which students diagnosed 8 faults using Turbinia and the intelligent 
tutor, Vyasa. 

The next two sessions were test sessions. In these sessions, students were randomly 
assigned to one of four conditions: 1) time and cost bounds, 2) cost bound only, 3) time 
bound only, 4) no bounds. In each test session, students diagnosed 8 faults using only 
Turbinia. The fault ordering was identical for all students in all sessions, and all faults were 
novel. 

Design. There were two main independent variables of interest: diagnosis time (bounded, 
unbounded) and diagnosis cost (bounded, unbounded), resulting in a 2 X 2 between-subjects 
design. 

Bounds on time and costs for each fault were determined by using baseline data from 
Study 1. From these data, we calculated the mean solution time and mean number of gauges 
viewed per fault condition. For diagnosis time, students in the unbounded time condition 
were given 10 minutes to diagnose each fault. In the bounded time condition, for each fault 
condition, students were given the mean time to solution from Study 1, rounded up to the 
nearest minute. For diagnosis costs, students in the unbounded cost condition were given 
100 cost units for diagnosing each fault (an ample amount). In the bounded time condition, 
for each fault condition, the cost window was initialized with the mean number of gauge 

2The data from one student were discarded due to an experimenter error. 
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COST 
yes no 

N yes 
no 

6 
6 

6 
5 

Proportion 
Diagnosed 

yes 
no 

.75 

.68 
.56 
.90 

Time 
(mins) 

yes 
no 

4.03 
6.14 

4.76 
4.13 

Mouse 
Actions 

yes 
no 

39.37 
49.95 

44.79 
59.35 

Gauge 
TIME       Actions 

yes 
no 

9.95 
14.00 

14.56 
17.85 

Component 
Actions 

yes 
no 

11.33 
16.18 

13.06 
18.05 

Schematic 
Actions 

yes 
no 

4.20 
5.72 

3.62 
4.40 

Symptom 
Actions 

yes 
no 

1.66 
2.18 

1.83 
1.70 

Diagnosis 
Actions 

yes 
no 

4.31 
3.64 

3.79 
5.65 

Table 3:   Proportion of faults diagnosed, time, and mean number of mouse actions per 
condition (yes=bounded; no=unbounded). 

consultations from Study 1, rounded up to the nearest integer. 
Results 
In our analysis, we considered two performance measures: the number of faults diagnosed 

and the time to solution per fault successfully diagnosed. We also considered several process 
measures: the total number of mouse actions and the number of mouse actions in the five 
mouse action categories. We conducted ANOVA on the performance and process measures, 
with COST and TIME as the independent variables. Means for each condition are shown in 
Table 3. 

Our results indicate that students with no resource bounds exhibited the most successful 
diagnostic performance. Bounds on time allowed for diagnosing faults led to a reduction 
in the overall number of actions performed and components viewed, without appearing to 
affect performance. Bounds on the number of diagnostic tests (COST) reduced search in the 
experiment space, which appeared to negatively affect diagnostic performance. As suggested 
by results from the first study, testing was greatly relied upon by students (perhaps due to 
the structure of the Turbinia environment), and removing this capability adversely affected 
performance. Students with no time bounds but with cost bounds appeared to adopt a 
conservative diagnostic strategy, which in the end did not prove beneficial. Taken together, 
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these suggest results that students' diagnostic strategies were sensitive to constraints in the 
external task environment. 

Discussion 

In this paper, we have presented analyses of students' diagnostic strategies in the context 
of an interactive multimedia simulation environment, called Turbinia. We have argued that 
the use of such simulation systems provide opportunities for analyzing student learning and 
performance in complex domains. 

Results from the first study show that the students performed a large number of diagnostic 
tests, suggesting that they were primarily engaged in search of the experiment problem 
space. Unlike other studies where troubleshooters used strategies such as "half-split" or 
symptomatic search (White and Frederiksen, 1990), the students in the present study did 
not seem to engage in much symptom evaluation, and did not seem to rely on symptom-fault 
pairs. This is perhaps due to their lack of experience in the domain, the complexity of the 
Turbinia environment, and the great ease of conducting tests in Turbinia. 

Students also appeared to rely on a strategy of confirming leading hypotheses, rather 
than selecting tests that served to disconfirm a maximal number of possible hypotheses. 
The technique of selecting a measurement that produces maximal elimination of hypotheses 
is frequently used in AI models of troubleshooting (de Kleer, 1990). As discussed, while the 
negative-test strategy is generally acknowledged to be an efficient technique, its applicability 
is, in reality, a function on the distribution of positive and negative instances. The distri- 
bution of abnormal gauges in Turbinia is such that the positive-test strategy is a reasonable 
heuristic. In addition, the scarcity of the negative-test strategy may also be due to students' 
relative inexperience in the domain. 

The results of our analyses of students' diagnostic efficiency are consistent with those 
found in scientific discovery (Klahr and Dunbar, 1988). We found that the primary difference 
between the diagnostic strategies of efficient and less-efficient students was in the number 
experiments conducted. The less-efficient students appeared to adopt a highly data-driven 
strategy of searching for abnormal gauges. This strategy could be viewed as a kind of 
abductive process, in which finding abnormal gauge readings helped to induce the faulty 
component. The fact that the more efficient students performed significantly fewer diagnostic 
tests suggested that they engaged in a better search of the hypothesis problem space. It is 
possible that differences in prior knowledge about steam engines accounted for students' 
ability to formulate and effectively search the hypothesis space. 

The results from second study suggest that learning in the context of a simulation en- 
vironments impact the kinds of strategies adopted by students. In particular, we examined 
the effects of imposing resource bounds on students' diagnostic strategies. Students with 
no resource bounds exhibited the most successful diagnostic performance. Bounds on time 
allowed for diagnosing faults led to a reduction in the overall number of actions performed 
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and components viewed, without appearing to affect performance. Bounds on the number 
of diagnostic tests (COST) reduced search in the experiment space, which appeared to neg- 
atively affect diagnostic performance. As suggested by this first study, testing was greatly 
relied upon by students (likely due to the structure of the Turbinia environment), and re- 
moving this capability adversely affected performance. Students with no time bounds but 
with cost bounds appeared to adopt a conservative diagnostic strategy, which in the end did 
not prove beneficial. 

In our study, the cost factor (bounds on the number of experiments) appeared to have the 
largest effects on diagnostic efficiency and accuracy. We are currently working on augmenting 
the DPSS model to account for these results. This requires analyzing the role of experimen- 
tation within both DPSS and the task environment. In DPSS, experiments are conducted 
to generate or test hypotheses, or to gather data (Klahr and Dunbar, 1988). In Turbinia, 
experiments consisted of reading gauges. Gauges had a fairly high density and, in the ex- 
perimental conditions with no cost bounds, their access was cheap and easy. Our modeling 
approach involves adding an additional component to the search framework. Specifically, 
our hypothesis is that when considering a diagnostic test, the reasoner first estimates the 
cost of a particular diagnostic test against the expected information gain. As the reasoner 
gains expertise, these estimates better reflect the cost structure of the task environment. 
We anticipate that a model based on this approach will better capture the decisions and 
complexity faced by troubleshooters in real-world, resource-bounded situations. 

Designing for Fidelity. Software simulation systems are built upon some underlying 
model of a real-world phenomena. The kind of model embodied in the system is defined as the 
fidelity of that simulation (Collins, in press). In one common approach, the system designer 
maintains epistemic fidelity with the external system (Wenger, 1987). That is, the represen- 
tations used in the simulation represent the knowledge structures of the mental model held 
by the expert. Within Turbinia, the organization of systems, subsystems, and components 
were modeled on an expert's understanding of the marine power plant (Govindaraj and Su, 
1988). The learner is assumed to internalize that mental model through interacting with the 
system. 

Results from our studies offer feedback on the design of such systems. The results show 
that students' diagnostic strategies were clearly sensitive to features and constraints present 
in the diagnostic situation. For example, results from the first study indicated that students 
relied highly on gauge testing. This is perhaps due to the great ease of consulting gauges 
in Turbinia. In contrast, tests in real-world troubleshooting situations may be expensive or 
time-consuming. Moreover, there may be a high penalty for mis-diagnosis. 

Therefore, we argue that there exists an additional aspect of fidelity in the design of 
dynamical simulations. This fidelity, which we term the fidelity of interaction, captures 
the costs and resource bounds of the corresponding situation. For example, in the medical 
domain, the cost of a mis-diagnosis can be very expensive. Similarly, conducting many 
expensive and time-consuming tests is not always the best course of action. These kinds of 
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factors should be captured in the simulation. Preserving this fidelity will enable students to 
develop strategies that are faithful to the activity demands of real-world situations. 

3    Learning to Troubleshoot 

CELIA (Redmond, 1992) models the memory and reasoning capabilities of a novice trouble 
shooter. The novice has very little in the way of a domain model to start with, but with 
experience, it both acquires cases and updates its domain model. What is particularly 
interesting about CELIA is that it inserts case-based reasoning and the use of cases in 
reasoning into a broader model of memory that reasons using several different methods and 
several different kinds of knowledge. 

CELIA acts as an apprentice mechanic. It solves problems by itself, and more impor- 
tantly, it learns by watching and listening to a teacher explain his reasoning about particular 
cases, and integrating those experiences and what is learned from them with what it already 
knows. CELIA uses case-based reasoning, but it is not a case-based reasoner per se. That 
is, it uses several different kinds of knowledge to reason, among them cases. While it learns 
new cases and new indexes, it also learns several other things and uses a variety of different 
learning methods. 

CELIA takes as input several sequences of teacher actions and explanations collected 
while observing teachers in an area vocational technical school. CELIA's memory, which is 
meant to hold the same sorts of knowledge a student might have, holds several different kinds 
of knowledge: an (impoverished and possibly incorrect) causal model of how an automobile 
engine and all of its parts work, a model (also impoverished and incorrect) of the reasoning 
process employed in troubleshooting, and a set of trouble-shooting experiences (both those 
of the student and those of the student watching the expert). 

As a result of its learning experiences, CELIA's knowledge improves in several ways, 
allowing it to perform better: it refines and elaborates its models of the device and of the 
diagnosis process, it collects new troubleshooting experiences, and it learns the applicability 
of its troubleshooting experiences. 

CELIA is an active intentional learner. As it watches and listens to a teacher performing 
some troubleshooting task, it predicts what the teacher will do or say next. It then observes 
or listens to the teacher. When predictions don't match what the teacher says or does, it 
attempts to explain the discrepancy and learn from it. Case-based reasoning's major roles 
are in aiding the prediction and explanation processes. Predictions that the student makes 
often come from previous troubleshooting cases remembered in the course of reasoning. 
Explanations of how it could have avoided a mistake often are in the form of cases it could 
have recalled at the time that would have allowed it to make the correct prediction. In 
addition, CELIA internalizes its experience observing the teacher into a troubleshooting 
case and uses those in later problem solving. 
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CELIA's prediction process makes use of all the different kinds of knowledge it has 
available. It predicts what a teacher might do next by retrieving cases that can make a 
prediction and by using its models, preferring the predictions made by cases over other 
predictions. This is because its models are known to be incomplete and buggy, while its 
cases are known to be instances of troubleshooting sequences that have been carried out. 
In essense, it predicts the thing that it would be most likely to do next were it doing the 
problem solving itself. 

After discovering descrepancies between what it was expecting and what happened, 
CELIA uses cases again to help it explain its mistake and repair its knowledge. Of par- 
ticular importance in this step is its process of figuring out how it could have avoided its 
mistake. In this step, it asks itself whether it already knew what it needed to know to make 
the correct prediction, and if so, why it didn't make the prediction. Often, making the right 
prediction depends on recalling a different case than the one it recalled. When that happens, 
it considers why it did not recall that case. In general, it is because it had it indexed poorly. 
CELIA refines the indexes on that case so that it would have been recalled in the current 
instance. It also refines the indexes of the case that made the poor prediction so that it will 
not be recalled under similar circumstances in the future. In this way, CELIA learns the 
applicability of its cases. 

One other piece of CELIA related to cases is its process of making its experience watching 
the teacher into a troubleshooting case. Though on the surface this may seem like a trivial 
process, it is in fact, quite complex. The reason is this. CELIA is trying to learn how to 
do a task. Every cognitive task is composed of several steps, each of which has a cognitive 
subgoal attached to it (e.g., I need to make a hypothesis, I need to explain something). The 
better the student can do at explaining why the teacher did what he did and recording that, 
the more useful a case the student remembers will be during later reasoning. But explaining 
someone else's motivations is difficult. We know our own reasoning subgoals, but we have to 
guess at someone else's. Making the teacher's experience troubleshooting a car into a useful 
case for the student requires the student to analyze the things the teacher does, explain why 
the teacher did what he did, and connect together the different things the teacher said and 
did in a coherent way. CELIA's prediction process is key to doing this. CELIA makes sense 
of what the teacher is doing and sets itself up for active learning at the same time. 

A major conclusion of this work is that early in learning, one of the most useful results 
of apprenticeship is the acquisition of cases of successful problem solving. These cases, if 
acquired, can guide later problem solving and prediction. Experimentation with CELIA 
shows that early in learning, remembering cases is the most powerful form of learning and 
other forms do not provide a major advantage. This is due partly to the limited domain 
knowledge the student has. With little domain knowledge, he can't form explanations easily 
about what is going on. Acquisition of cases, however, allows him to store new domain 
knowledge associated with the kinds of situations it is useful in. Later in the learning 
process, when many cases have been acquired, that domain knowledge can be migrated out 
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of the cases to form a general model of the domain. Early on, however, the student does not 
know enough about applicability of the new pieces of knowledge he is acquiring to build a 
coherent model. After much experience, applicability of knowledge can be learned. 

Acquisition of cases is more than just recording the sequence of events of some situation. 
A useful case is far more organized than being just a sequence. In particular, a case is most 
useful when the goals of the reasoner are associated with each step of the sequence of events. 
Associating goals with actions can be very hard. CELIA shows that it can be done as a 
natural consequence of the process of following along with what the instructor is doing as 
he solves a problem. Part of that process involves predicting the goals of the instructor, 
and based on those goals, what his actions will be. This understanding process provides the 
goals that need to be associated with steps in a sequence of events. 

CELIA provides a model of learning that happens without strong knowledge of the do- 
main. CELIA's learning processes allow it to bootstrap that knowledge from its experiences 
watching and listening to an expert problem solver. Through remembering those experi- 
ences, the student gets a good start toward being able to function in the domain. At the 
same time, he identifies places where he is lacking knowledge. The student interacts with 
the expert instructor to acquire some of that missing knowledge. Learning helps both future 
problem solving and future learning. 

The instructor plays a crucial role in apprenticeship learning, but using the instructor 
to directly implant knowledge in the novice is unreasonable. CELIA shows that demands 
on an instructor don't have to be as excessive as that if the student takes responsibility for 
actively following the instructor's example. The instructor's job is to solve problems in front 
of students, to provide explanations at times when he thinks students may not know all the 
knowledge they need to follow him, to answer questions, and to give hints when students 
are having trouble. Effective apprenticeship requires the student to ask questions and the 
instructor to provide the right level of hints and explanations. Or course, more effort must 
be put into giving more concrete guidelines about what those hints and explanations need 
to look like. 

In essense, CELIA models the ideal apprentice. It doesn't model the student who is 
having trouble, nor does it model the one who doesn't follow what the teacher is doing. As 
a model of the ideal, however, it can tell us much about the kinds of situations that enable 
successful learning. In particular, it makes the following testable cognitive predictions: 

• Learning by observing and listening to an expert leads to significant increases in per- 
formance after only limited exposure to examples if the student plays an active role in 
understanding what the expert is doing. 

CELIA's performance increased considerably as a result of its experiences observing the 
teacher solve problems. We cannot claim, however, that merely collecting sequences of 
actions is what made CELIA's performance improve. Key to its improvement was that it 
analyzed those cases, explaining to itself (as best it could) the teacher's actions, and making 
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those experiences its own. That is, it always explained to itself why each step of the process 
was being carried out. This is consistent with research on self-explanation (Chi et al., 1989; 
Pirolli and Recker, 1994). 

• During early learning of a task and domain, collecting cases is the single most useful 
type of knowledge acquired. Refining and adding to models of the domain and task 
result in far less improvement in capabilities. 

Recall that CELIA adds to its models and refines its indexes in addition to adding cases to 
its case library. Recall also that it has access to all ofthat knowledge when it reasons. Cases 
provide only one of its knowledge sources. 

Several ablation studies were run to see where CELIA's increase in performance was com- 
ing from, and the most significant increases were coming from having more cases available. 
When its ability to use its cases during problem solving was removed, so was much of its 
capability. Note that CELIA is not biased toward use of cases or collection of case knowledge 
such that this result is built in. It learns as much as it can from each of its experiences, 
collecting cases and adding to its models each time. While it prefers to make predictions 
based on cases, it is able to use its other knowledge fully. Early in learning, that knowledge 
is very buggy and very incomplete. It grows much slower than the case library does. 

• It is difficult to improve the accuracy of case retrieval early on. Attempts to make 
students aware of when their knowledge is applicable may not succeed because they 
are missing crucial domain knowledge. As domain knowledge acrues, this problem 
abates. 

This result says that early in learning students will put poor indexes on cases because they do 
not have enough knowledge to be able to determine the applicability of their knowledge. One 
could point it out, but they may not have enough knowledge to understand the explanation. 
As they make mistakes and are forced to analyze the indexes on their cases, indexing becomes 
better. And as students learn more, they are better able to index cases appropriately the 
first time. 

• It is better to present a variety of types of problems early on rather than concentrating 
on several very similar ones. 

• Repeated presentation of the same problem will not lead to long term improved per- 
formance. Variations on a problem work better. 

These two results come simply from the statistics of experiments that were run, but they 
make a lot of sense. Experience with a wide variety of problems seeds the space of experiences 
broadly, implying that cases will be used often to make predictions. The use of cases to 
make predictions, even if the wrong predictions are made, is important, because it gives the 
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reasoner an opportunity to refine its indexing and learn when its experiences and the things 
it knows are applicable. Seeding the case library with many similar cases means that later 
in problem solving, cases will be recalled to make predictions less often. At the same time, 
experience with variations of a problem allows a particular piece of the space to be examined 
from many different perspectives, allowing the applicability of the knowledge acquired to be 
learned. Are these two results contradictory? No. The first says that broad exposure should 
be given early on. The second says that if a student is having trouble with some concept, 
then give variations of the problem to the student to work on as drills, not the same one 
over and over. 

4    Theory-Based Design of Interactive Multimedia 

In order to design our interactive environment, our theoretical and empirical studies of trou- 
bleshooting needed complementary research in the area of design of interactive computing 
technologies for learning and aiding. Our ultimate goal is to combine these two threads 
in order to design an interactive multimedia environment for supporting the acquisition of 
troubleshooting skills and strategies. 

Indeed, recent advances in computing technologies have resulted in the proliferation of 
multimedia repositories, libraries, and databases. These offer the potential for providing 
students with access to a wide variety of interconnected information resources and activities. 
Moreover, network-accessibility allows these resources to be distributed over wide distances. 

However, access to multimedia system does not, by itself, guarantee knowledge. Mul- 
timedia systems instead should provide access to information and activities that support 
effective knowledge construction and learning by students. Unfortunately, little research 
has been conducted into how students will actually use such systems, what kinds of usage 
actually improves learning, and what types of educational materials these systems should 
provide. 

To address these issues, we have developed a preliminary theory for designing educational 
multimedia systems based upon the cognitive and learning needs of students. This theory 
argues that the design of multimedia systems should not be based on the physical properties 
of the information (e.g., pictures, audio, video, etc.) Research on the effects of media types on 
learning have been inconclusive in demonstrating the superiority of one physical media over 
another reflects the fact that many factors, above and beyond simple media, affect a student's 
learning process. These factors include, for example, students' background knowledge, their 
motivation and interests, their learning strategies and goals, and the overall learning context 
(Recker and Pirolli, 1995). Therefore, rather than base the design of a hypermedia system 
on the physical properties of the information contained in the system, we propose that the 
indices and structure of the system should be based on cognitive aspects of the users of that 
information. By this, we mean that the access methods in a hypermedia systems should be 
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"cognitively relevant" to the learning and information seeking goals of the user. 
These cognitive media types form the basic building blocks during system design (Recker 

and Ram, 1994). They are based on an understanding of the learning and constructive 
processes of students, and encapsulate different methods or strategies for problem solving 
and learning. These strategies rely on specific media characteristics that facilitate specific 
learning activities, which in turn are enabled by specific kinds of physical media. 

Text is an example of a physical media type. It can be used to represent several cognitive 
media types. For example, text can be used to present abstract, general instructions. Text 
can also be used to display instantiations of these concepts within examples, or to provide 
explanations and annotations. Animations and pictures are other examples of physical media 
types. Animations can be used to exemplify general or specific instantiations of dynamic 
displays of processes. Pictures can be used to display graphical relations among concepts. 
Each of these cognitive media facilitate different learning inferences. 

Cognitive media are characterized in terms of the inferential processes of the human user 
rather than physical properties of the computer representation. Cognitive media encapsulate 
different kinds of problem solving information which might, in turn, be composed of many 
different physical media. 

We believe that it is essential to focus on cognitive media in order to understand how 
best to design multimedia systems that can support novices in learning or training situations 
as well as aiding experts in on-the-job situations. We are developing a theory and taxonomy 
of cognitive media types that we believe are useful in learning situations. In addition, 
we are attempting to specify at which point during learning they may prove to be more 
advantageous. For example, is a general principle more useful at the beginning of a learning 
session, or after the student has gained some experience in a domain? Finally, we are 
interested in determining the physical media types that can best represent the different 
cognitive media types. 

Cognitive Media Types 

We view multimedia information as composed of three layers: (1) media types, (2) media 
characteristics, and (3) cognitive media types. 

At the lowest level are media types, for example, text, video, animation, etc. They 
are defined by characteristics of the physical (on-screen) media used to represent different 
kinds of information. Although often distinguished based on perceptual modalities (for 
example, visual vs. aural), they may be also characterized by the types of inferences that 
they facilitate. For example, figures (or diagrammatic representations) can facilitate spatial 
inferences (Larkin and Simon, 1987; Larkin, 1988) Thus, media types can be classified based 
on "cognitive" distinctions that depend not on physical characteristics of media but on the 
reasoning processes of users. 

For example, consider the following example from Boden (Boden, 1991). A 20-foot rope 
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Examples of 
Physical Media 

Text 

Examples of 
Cognitive Media Types 

Animations 
Pictures 

Sound 

Abstract principles 
Specific instructions 

Annotated cases or examples 
Explanations 
Annotations 

Dynamic display of process 
Graphical display of relation among processes 

Examples 
 Diagrams 

Voice-over of text 
Warnings 

Summaries 

Table 4: Partial taxonomy of physical media and cognitive media types 

is tied to and hanging between two buildings that are some distance apart. Given that the 
lowest point of the rope is 10-feet below the tethered ends, how far apart are the buildings? 
In this example, most people tend to draw a diagrammatic representation of the problem 
showing the two buildings and a rope hanging in some sort of arc between them—this 
representation enables all kinds of fancy mathematical (geometric) reasoning which in this 
case is absolutely the wrong way to solve the problem. Boden points out that mathematically- 
inclined people tend to take a long time to solve this problem because they usually start 
by drawing a picture of the hanging rope, whereas less math-sophisticated people find it 
easier to solve because they do not rely on diagram-based geometric reasoning. The point 
is that a type of physical media—here, a diagram—can affect the course of problem solving 
by facilitating certain kinds of inferences and making others harder. 

At the next level are the media characteristics (Kozma, 1991). These are a characteriza- 
tion of the kinds of problem-solving actions that people might perform during a task. For 
example, zooming is a problem-solving action that focuses attention on and highlights the 
details of a problem situation; such an action is easier in a diagrammatic representation than 
in a symbolic one. 

Finally, at the level above media characteristics, are cognitive media types. For example, 
zooming is a particular problem solving action—more precisely, a particular schema for a 
problem solving action which results in certain inferences—whereas at the higher level one 
might have Schemas for problem solving strategies as a whole. So, for example, one may resort 
to case-based reasoning (Kolodner, 1993), go back to first principles using basic definitions 
and equations, or reason using constructive simulations (Soloway et aJ., 1992). 

24 



A case is a type of media (characterized at the cognitive level) that facilitates the former 
(case-based reasoning) problem solving strategy. Using a case requires (among other things) 
zooming into the differences between the case and the problem situation so that the differ- 
ences can be characterized and the case suitably adapted. Zooming in and adaptation are 
specific problem solving actions that are facilitated by different media characteristics; these 
characteristics, in turn, are enabled by specific physical media. 

To take another example, consider Emile, a multimedia environment in which subjects 
learn physics by constructing physics simulations (Soloway et al., 1992). While the physical 
media characteristics - animations - are similar to those of many other animation-based 
learning environments, the crucial difference lies in the reasoning processes used by the 
student—here, constructive experimentation rather than passive observation. 

We are developing a taxonomy of the kinds of cognitive media types used in learning and 
how these are best represented within of physical media types. We are also interested in 
determining the kinds of learning inferences they facilitate. Table 4 shows a partial taxonomy 
and examples of types of physical media we are using, and the kinds of cognitive media that 
can be represented within each physical media. 

It is important to note that physical media types and media characteristics can be defined 
without a strong appeal to a cognitive theory of reasoning and learning. This is not true of 
cognitive media types—the structure, content, and use of cognitive media types is a function 
of the researcher's theory of cognition. This has two implications. First, the design of 
effective hypermedia environments must take into account a cognitive theory of how the user 
interacts with the environment. In particular, the design must be based on considerations 
of how the user will think, use, interact with, and learn from the environment. The second 
implication is that such cognitively-based hypermedia environments are not just likely to be 
more effective, but in addition might be used to test the validity of the cognitive principles 
on which they are based. 

5    Implications for Design 

The research and results we have presented thus far have many implications for the de- 
sign of an interactive learning environment designed to help students learn and engage in 
troubleshooting. The research has implications for (1) how to structure the troubleshoot- 
ing problem solving environment, (2) how to help learners acquire troubleshooting skills, 
(3) how to provide access to information in support of the task, and (4) how to support 
troubleshooters during the troubleshooting process. 
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Learning to Troubleshoot 

Much research in learning theory stresses the active involvement of learners during the pro- 
cess. In CELIA, the active involvement primarily takes the form of predicting and explaining 
the teacher's actions (Redmond, 1992). This conclusion is also supported by other research 
on the self-explanation effect. Engaging in self-explanations has been shown to reliably 
correlate with positive learning learning outcomes (Chi et al., 1989; Fergusson-Hessler and 
de Jong, 1990; Pirolli and Recker, 1994; Reckerand Pirolli, 1995). Furthermore, CELIA sug- 
gests that students need to notice failures between their predictions and actual outcomes, as 
these can serve as triggers for useful learning opportunities (Redmond, 1992). 

The teacher models the task for the student, thereby providing an opportunity for stu- 
dents to learn by example (LeFevre and Dixon, 1986; Lewis and Anderson, 1985; Pirolli and 
Anderson, 1985; Sweller and Cooper, 1985). The teacher, on the other hand, tries to en- 
courage active student involvement by structuring the task into prediction and explanation 
phases. Furthermore, during the explanation phase, the teacher facilitate the learner's task 
by making goals and actions explicit and by only considering one hypothesis at a time. This 
process may lead the student toward acquiring better troubleshooting strategies. 

In sum, the system should: 

1. Encourage active, intentional learning. 

2. Encourage prediction of teacher's next step. 

3. Highlight prediction failures. 

4. Encourage explanation of discrepancies between what it was expecting and what hap- 
pened. This can lead to a re-indexing of cases and an understanding of the applicability 
of cases. 

5. Model problem solving for learners. This may allow the learner to acquire new cases 
through observation. The steps performed by the system should be presented in a way 
that allows easy derivation and understanding of cases. 

6. When possible, the system should model an initial set of examples or cases that cover 
a wide range of the problem solving to be learned. 

Structuring Troubleshooting 

The theoretical framework suggests ways in which the troubleshooting process may be struc- 
tured. Specifically, the process should be structured into (1) problem elaboration, (2) hy- 
pothesis generation, (3) hypotheses testing, and (4) hypothesis evaluation phases. 

The TS cognitive model and the specific protocol simulations suggest coaching and mod- 
elling tactics that could be used by the system. For example, during coaching and modelling, 
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the teacher can explicitly structure the troubleshooting process so as to communicate the 
general framework of hypothesis generation, testing, and evaluation (Merrill and Reiser, 
1994). During hypothesis generation, the learner can be given the opportunity to acquire 
larger symptom fault-sets by engaging in problem solving, and by engaging in periods of 
problem solving reflection. Reflecting over problem solving episodes has been suggested to 
lead to improved learning (Pirolli and Recker, 1994; Lajoie and Lesgold, 1989). Similarly, 
students can be given support for developing better causal models as these help to focus the 
search (Merrill and Reiser, 1994; White, 1993). 

As suggested by the results from our empirical studies, learners should be given the 
opportunity to acquire a wider range of troubleshooting strategies. These experiences can 
help them explore the time and cost constraints present in different troubleshooting contexts. 
For example, as they gain experience, students should be encouraged to generate multiple 
hypotheses. Similarly, coaching tactics can be used to help students learn to adapt to the 
cost structure of the particular device and troubleshooting situation by helping them develop 
strategies for identifying tests that are cheap to conduct, yet are maximally informative. 
They should also learn to select tests that serve to disconfirm a maximal number of possible 
hypotheses. 

In sum, the system's interface should 

1. Structure troubleshooting process into hypothesis generation and testing phases. 

2. Act as external scratch pad to keep track of processes. 

3. Encourage reflection over problem solutions. 

4. Encourage acquisition of troubleshooting strategies. 

Designing for Fidelity 

The results from the empirical studies using Turbinia provide important feedback and im- 
plications for the design of software simulation and learning environments. For example, 
the results raise issues in the kinds of fidelity that are designed in a computer simulation 
in order to model the corresponding external system (Collins, in press). In one common 
approach, the system designer attempts to maintain an epistemic fidelity with the external 
system (Wenger, 1987). In this view, the representations used in the simulation capture 
the structural organization of knowledge assumed to be held by the expert. An implicit 
instructional assumption is that the learner internalizes the expert's mental model through 
interacting with the simulation. In Turbinia, the organization of systems, subsystems, and 
components were modeled on an expert's understanding of the marine power plant (Govin- 
daraj and Su, 1988). In another approach, the simulation maintains a dynamic or temporal 
fidelity with the external system. That is, as the external system changes through time, the 
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corresponding simulation reflects these changes. Turbinia also attempts to maintain a kind 
of dynamic fidelity, as the effects of faults propagate through the simulation with time. 

We argue the results from our studies show that students develop strategies that are 
tuned to particular constraints present in the simulation environment. In short, the problem 
solving strategies develop from exposure to a range of situation contexts exhibited by the 
system. These results, then, suggest a third, important kind of fidelity to be considered 
during design - one that we have termed fidelity of interaction. In this view, the design of 
simulations of dynamical domains should attempt to preserve the costs and resource bounds 
of target situations. This will enable students to develop strategies that are faithful to the 
activity demands of real-world situations. 

In sum, the system should: 

1. Encourage acquisition of troubleshooting strategies that are sensitive to resource bounds 
of situations. 

2. Design for fidelity of interaction. 

Intelligent Support and Aid 

In our approach, the troubleshooting environment structures the task for the user, focus on 
the current context, manage details, and perform simple bookkeeping functions in order to 
reduce complexity. The interface attempts to keep salient the currently available options. 

Given our view of troubleshooting as a complex process, with substantial strategic and 
monitoring components, the pedagogical goals go beyond simply communicating facts and 
rules. As such, the apprenticeship learning paradigm is more appropriate than simple tu- 
toring. Students need to actively predict outcomes of the actions, and, equally importantly, 
to notice failures between their predictions and actual outcomes. Such failures can be serve 
as triggers for useful learning opportunities. Failures indicate either incorrect knowledge or 
knowledge gaps that need to be filled. 

Support for the process can be offered by the interface in the following ways: by struc- 
turing the task, by focusing on the current context, by managing details, and by performing 
simple bookkeeping functions by acting as an external memory. 

The troubleshooting task can be structured and focused as follows. The interface can 
support two context: hypothesis generation and test. The user can be one of these two 
contexts. The interface should keep track of useful symptom-fault pairs, which the user 
can consult. As the user gains experience, and becomes attuned to device behavior, this 
catalogue of indices can be added to. 

The interface can also allow different views on the system, allowing either causal or 
topographic problem solving strategies. Cause knowledge allows reasoning via fluid flows to 
identify possible faulty components. Topographic knowledge uses component location and 
neighborhoods to identify potential faulty components. 
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The interface also keeps track of all hypothesis that have been considered and all tests 
that have been conducted. This capability provides an external memory for the user. 

In sum, the system should: 

1. Act as external memory to reduce cognitive load on user. 

2. Manage complexity of process by breaking the problem down into a series of sub-steps. 

3. Provide structured access to repository of information resources that can be used to 
help solve the problem. These information resources include libraries of solved cases, 
models of the system, and on-line manuals. 

Communication 

Communication of the process takes place within an apprenticeship paradigm, and draws 
upon a model of the apprenticeship process (Collins et al., 1989). This process can be drawn 
upon to suggest interface features that best supports apprenticeship learning. For example, 
the troubleshooting goals and actions should be made explicit, as should be the transition 
between goals. Complexity can be reduced by only considering active hypotheses. 

The interface can also support a period of reflection, by allowing the learner to reconsider 
his/her solution, including incorrect paths. The solution can also be compared to one from 
an expert. 

In addition, since we view the troubleshooting as a dual process, the environment and the 
learner can alternate role playing. For example, the learner could choose to act as theorist 
while the simulation tutor as as experimenter, or vice versa. 

6    Designing for a Help-Desk Domain 

Based upon the work distilled in the previous sections, we have been implementing a proto- 
type interactive environment for learning and aiding troubleshooting. Initially we intended 
our target domain to be car engine troubleshooting. However, it quickly became obvious 
that we lacked access to the necessary experts and to usable cases. At the same time, we 
had the unique opportunity of investigating diagnosis and troubleshooting in the context of 
the telephone help-desk work environment. In this domain, help-desk specialists for a large 
computer company receive telephone calls from customers experiencing problems with their 
computer systems. Through conversing with the customer, asking questions, and drawing 
upon information resources, they diagnose the problem and propose solutions. 

The help-desk work domain is an ideal test-bed for our design. The help-desk specialist 
engages in complex troubleshooting, under difficult and time-constrained conditions. The 
customers (and the company) want immediate solutions to their problems.   However, the 
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customers are sometimes not expert enough to correctly articulate problems and symptoms. 
In addition, the help-desks are limited in the kinds of diagnostic tests that they can perform, 
since they are primarily limited to conversations and question-asking. 

Finally, with the wide use computer networks, computers, databases, and information 
technologies, the specialist has access to a wide variety of information resources that can 
be used to help diagnose the problem. These resources are stored in various formats, are 
accorded different kinds of status, and are retrieval through a variety of means. While 
answers to assist a current diagnosis problem are highly likely to be contained within these 
information resources, the precise answer is difficult to obtain quickly. Information flows 
from 3 general sources. First, a specialist may ask another specialist. This can be a reliable 
means, if the appropriate specialist is know. On the other hand, it can be intrusive, and it 
can be difficult to consult another person while in the middle of a phone call. 

Second, manuals for the various software and hardware products can be consults. These 
manuals are often paper-based and thus do not have electronic indexing. In addition, they 
are typically not written in a way that supports diagnosis. 

Third, specialists have access to a variety of on-line databases. These databases store 
prior calls handled by specialists, newsgroup articles that discuss problems, and official 
problem reports and solutions 

The specialist thus performs diagnosis in an information-rich environment. While there 
are certainly a multitude of advantages accompanying the new ease in accessing information, 
there also disadvantages. For example, with ubiquitous information, the specialist must 
carefully consider their means for searching information in order to avoid an overwhelming 
response to queries. They must balance the benefits of information retrieval against the 
costs of processing that information. They must consider which sources to search. They 
must more carefully consider the origin of the information in order to retrieve the highest 
quality information. They must more carefully filter what is retrieved. 

These problems become particularly salient in time-critical situations. Users perform- 
ing information-rich tasks with limited time to make decisions and consider information 
sources must develop satisficing strategies (Card et al., 1993; Simon, 1973). That is, they 
must quickly decide the most relevant source, devise means for querying these sources while 
avoiding a large query return, then filter and make-sense of the returned information. 

In the description of the prototype that follows, our scenarios are drawn from the help- 
desk situation. However, we note that the design of the support environment is sufficiently 
generic to transfer to other help-desk troubleshooting situations. 

The Prototype 

Figure 1 shows the initial screen of the help-desk troubleshooting system (HD-TS). From 
this screen, the learner can select the troubleshooting mode desired. Currently, three modes 
are supported. 
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Insert Figure 1 about here 

1. Observing Cases. In this mode, the novice can observe an articulate teacher model 
the troubleshooting process via a series of cases. Here we assume that the learner 
does not know anything about the process on engaging in troubleshooting, and that a 
productive starting point is to observe an expert model the process. 

2. Interactive Observation: Learning by predicting and explaining. In this mode, the more 
advanced learner engages in and is actively involved in playing out the case studies. 
The learner engages in the same activities that CELIA, our computational model of 
the ideal apprenticeship learner, performs. 

3. Troubleshooting. In this mode, the troubleshooter solves diagnosis problems, with the 
assistance and support of the environment. 

Figure 2 shows the generic, start-up screen after selecting any of the modes. The top part 
of the screen shows the mode - in this case "Case Studies." In addition, the initial complaint 
is listed. The middle part of the screen contains real-estate for managing troubleshooting 
steps, scratch pads for keeping track of proposed hypotheses, conducted tests, and the on- 
going problem solving context. The bottom of the screen helps the learner keep track of 
troubleshooting steps. The right part of the screen provides access to various informational 
media. Currently implemented cognitive media are: 

Insert Figure 2 about here 

1. Manuals. Access to relevant pages in manuals. 

2. Experts. Access to on-line human experts via video teleconferencing. They can be used 
for advice and consulting 

3. Company Cases. Access to repository of cases solved by other staff members. 

4. Personal Cases. Access to repository of cases solved by the learner. 

In the next sections, we describe the three troubleshooting modes in more detail. 
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Observing Cases 

In this mode, the user is assumed to be a rank novice. Here, the learner can observe an 
articulate teacher as s/he engages in troubleshooting. As suggested by CELIA, the user 
learns by observing the articulate teacher model the troubleshooting process. In the upper 
right hand part of the screen is a button labeled "Continue." The learner repeatedly clicks 
on this button to step through the process. With each mouse click, the expert performs the 
next step. Explanations and heuristics for each step are displayed in the window labeled 
"Strategies." 

A sample case study scenario is as follows. With the first mouse click on "Continue," a 
button labeled "What's Wrong?" appears. A mouse click on "Continue" causes the "What's 
Wrong" button to be clicked, which, in turn, displays the complaint. In addition, a button 
labeled "Verify Complaint" appears. (Simultaneously, the troubleshooting step is highlighted 
at the bottom of the screen. Similarly, the strategy window explains the heuristics underlying 
each step). Figure 3 shows the screen at this point. A mouse click on the "Continue" button 
and the "Verify" button is clicked to display that the complaint has been verified. 

At the same time, the "What's Causing It?" button appears. This represents the hypoth- 
esis generation phase. A mouse click on the "Continue" button causes several hypotheses 
to be proposed. These are stored in the "Active Hypotheses" window in the middle of the 
screen. In addition, the "Select Hypothesis" button appears. Figure 4 shows the screen at 
this point. Note that a relevant page from the manual and an additional company case have 
appeared, selected because they matched the active hypothesis. 

Insert Figures 3, 4, 5 about here 

A mouse click on the "Continue" button, and a leading hypothesis is selected. This 
hypothesis is also highlighted in the "Active Hypotheses" window. At the same time, the 
"How to Check?" button appears. This represents the hypothesis testing phase. Figure 5 
shows the screen at this point. In addition, note in this screen that the user has chosen to 
view a matching company case. 

A mouse click on the "Continue" button, and the "How to Check?" button is clicked, 
displaying several testing methods. These methods are stored in the "Conducted Test" 
window, for easy referral by the learner. A diagram of the relevant area is also displayed. 

At the same time, the "What Happened?" button appears. The represents the verifica- 
tion/evaluation phase, in which test results are reviewed to suggest further actions. Figure 
6 shows the screen at this point. 

Figure 7 shows the screen after a second iteration through hypothesis selection and test- 
ing. The problem solving context, hypothesis, and testing boxes have been updated. 
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Insert Figures 6, 7 about here 

In this mode, we expect students to learn by observing the system model the trou- 
bleshooting process. In particular, since the system acts as an articulate and explicit expert, 
we expect students to understand the phases of troubleshooting, the processes involved in 
each phase, the kinds of strategies applicable at each phase, and general metacognitive 
awareness of how diagnosis works. 

Interactive Observation 

As suggested by CELIA, we want to encourage the learner to take an active role in learning 
by engaging in cycles of prediction and explanation as the instructor models troubleshoot- 
ing. CELIA modeled this using previous troubleshooting cases remembered in the course 
of reasoning to generate a prediction of the instructor's next step. When predictions don't 
match what the teacher says or does, it attempts to explain the discrepancy and learn from 
it. Explanations of how it could have avoided a mistake often are in the form of cases it 
could have recalled at the time that would have allowed it to make the correct prediction. 
In addition, CELIA internalizes its experience observing the teacher into a troubleshooting 
case and uses those in later problem solving (Redmond, 1992). 

We implemented this by segmenting each step into phases where the students generate 
their own predictions. These are then matched against the instructor's next step. If the 
predictions do not match, the student is prompted to produce an explanation or to access 
information resources. 

The scenarios in the "Interactive Case Study" are similar to the case study scenarios, 
except in three regards: 

In particular, in this mode, the learner is asked: 

1. to selected each subsequent troubleshooting step, rather than relying on the "Continue" 
button. 

2. to predict the instructor's steps 

3. to compare predictions with the instructor's actions 

4. if they do not match, to engage in explanation of the discrepancy 

5. to review and reflect on each completed scenario.    The on-line review phase then 
becomes input in the personal case library. 
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A sample case study scenario is as follows. With the first mouse click, a button la- 
beled "What's Wrong?" appears. A click on the "What's Wrong" button displays the 
complaint. In addition, a button labeled "Verify Complaint" appears. (Simultaneously, the 
troubleshooting step is highlighted at the bottom of the screen. Similarly, the strategy win- 
dow explains the heuristics underlying each step). A click on the "Verify" button causes a 
display that the complaint has been verified. A relevant company case appears at this point, 
selected because it matched the complaint. 

At the same time, the "What's Causing It?" button appears. This represents the hypoth- 
esis generation phase. A click on this button and several hypotheses are proposed. These 
are stored in the "Active Hypotheses" window in the middle of the screen. In addition, the 
"Select Hypothesis" button appears. A click on this button, and the learner is asked to 
predict the instructor's next step in a pop-up window. 

After the learner's prediction, a leading hypothesis is selected. This hypothesis is also 
highlighted in the "Active Hypotheses" window. At this point, a relevant page from the 
manual and an additional company case appear, selected because they matched the selected 
hypothesis. 

At the same time, the "How to Check?" button appears. This represents the hypothesis 
testing phase. A click on this button, and the learner is asked to predict the instructor's 
next step in a pop-up window. After entering the predictions, the "How to Check" button 
is clicked, displaying several testing methods. These methods are stored in the "Conducted 
Test" window, for easy referral by the learner. A diagram of the relevant area is also 
displayed. 

At the same time, the "What Happened?" button appears. The represents the verifica- 
tion/evaluation phase, in which test results are reviewed to suggest further actions. 

After completing the interactive case study, the learner is asked to reflect on the episode, 
by clicking on the "Reflect" button. A pop-up window appears in which the learner enters 
the important symptoms, hypotheses, and tests in the episode. These data are then entered 
and indexed in the personal case library. They can thus be retrieved during subsequent 
troubleshooting episodes. 

Troubleshooting: Trying out what's learned 

In this mode, the help-desk environment acts as a problem solving aid. Here, some of the 
interface scaffolding is left in place, while other aspects are faded. 

The interface retains the structure that breaks the troubleshooting process into its several 
sub-components. Thus, students still engage in the processes of complaint elicitation and 
complaint verification, followed by hypothesis generation, testing, and evaluation. This 
structure helps the user plan and manage the details of the task. However, the user has 
control of the path through the process. 

In addition, the environment continues to act as an external scratch pad.  As before, a 
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window is used to keep track of the complaint and its elaborations. Windows are used to 
keep track of active hypotheses, and tests that have been conducted. 

Our on-sight studies of help-desk staff as they perform their job suggest a crucial aspect 
of job performance: managing and filtering the vast array of information resources that is 
available. Their job is performed in a world of truly ubiquitous information. This information 
is available from several sources: digital, paper, or human. 

We observed help-desk staff consulting the following resources while handling calls: 

• Digital. Help-desk staff have a variety of on-line repositories of information that they 
can consult during a call. Access is typically performed via keyword search, though the 
help-desk staff can consult these off-line. These repositories include databases of other 
calls handled by help-desk staff, informal database of notes posted by other specialists, 
and and official databases of notes posted by experts. 

• Paper. Help-desk staff may consult manuals for software and hardware that a customer 
has problems with 

• Human. Help-desk staff may ask other staff members for assistance during a call, or 
after. 

The access and use of such information is difficult to analyze and characterize because of 
its ubiquity. In our initial approach, we have focused on digital information simply because 
of its availability. In addition, many summary statistics are available describing use by 
employees during the course of performing their work. 

7    Conclusion 

We have described a prototype interactive, multimedia, learning environment that helps users 
learn and engage in effective troubleshooting. The system is intended to help specialists learn 
how people perform diagnosis in the context the telephone help-desk work environment. As 
the user gains expertise, the system switches its role into one that helps aid and structure 
the process. 

The design of the environment draws upon two important strands of related research. 
First, we reviewed studies on how people perform complex troubleshooting tasks. In addition, 
we reviewed results from a model of how people learn to troubleshoot in an apprenticeship 
learning situation. This research thus provides an interesting case study of how cognitive 
science research can be used to inform the design of tools intended for authentic and complex 
work domains. 

The research on learning troubleshooting suggests that learners benefit from observing 
experts model the troubleshooting process.    The benefits are the greatest if the learner 
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attempts to predict and explain the instructors steps. With the process, learners can acquire 
experiences (or cases) that may be helpful during subsequent problem solving (Kolodner 
1993; Redmond, 1992). 

Our research on troubleshooting problem solving suggests that users vary in the kinds 
of strategies employed during troubleshooting. In particular, similar to results found in 
the domain of scientific discovery, some are primarily experimenters, while the more suc- 
cessful troubleshooters are primarily theorists. Finally, the strategies employed are clearly 
sensitive to the task resources available. This suggests that an interactive learning environ- 
ment support fidelity of interaction so that students learn strategies that are sensitive to the 
constraints of the particular troubleshooting context. 

Second, we described research that focuses on the theory-based design of interactive learn- 
ing environments. We argued that access to multimedia information should be structured in 
terms of the cognitive and learning processes that it supports, rather than on the physical 
format and properties of actual piece of information. 

We then described a prototype of an interactive, multimedia learning environment, called 
HD-TS. The system supports users in learning and performing troubleshooting in the tele- 
phone help-desk task domain. 

In future work, we plan to continue the implementation the troubleshooting environment. 
The development work will be complemented by field studies of the help-desk work environ- 
ment, and walk-throughs of the system with members of the help-desk staff. These data from 
our formative evaluations will enable "user-centered design," will allow us to resolve design 
decisions, and to allow us early feedback on the quality and effectiveness of our design. 

A particular focus of our future work is on incorporating digital data from the real work 
environment into the HD-TS system. As discussed, the help-desk specialists have access to 
a wide variety of information resources that they draw upon in order to help during their 
diagnosis process. In fact, they have access to much more information that can reasonably 
be used within the time-constraints of a telephone call and diagnostic episode. Therefore, 
we wish to develop computationally feasible methods that serve to index, retrieve, and filter 
real-world information and cases in a manner that is useful for the specialists. The filtering 
and presentation of the information must be made in a way that is easily incorporated in to 
the current problem solving situation. This problem is becoming increasingly prevalent in 
most information-rich tasks, as we enter in the the Age of Information. 
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OVERVIEW 

The psychology group, Lawrence W. Barsalou in collaboration with Christopher Hale, Koen 
Lamberts, and Brian Ross, concentrated their efforts on two lines of work: mental models of physical 
systems, and the role of frames in mental models. The work on mental models addressed the 
acquisition of mental models for physical systems and the use of these models in troubleshooting. The 
work on frames addressed the nature of frames, empirical evidence for frames in human learning, and a 
computational model of frame acquisition. 

MENTAL MODELS OF PHYSICAL SYSTEMS 

The primary emphasis of our work has been to explore factors that optimize the learning of symptom- 
fault rules in troubleshooting. For many kinds of devices, the large majority of faults can be 
encapsulated in a relatively small set of symptom-fault rules. Rather than having to use weak search 
methods or knowledge-intensive qualitative reasoning to discover faults, troubleshooters can learn 
symptom-fault rules for the majority of a system's failures and recognize these failures as they occur 
(see Christopher Hale's dissertation, Hale, 1992, for a comprehensive review of troubleshooting). Our 
primary hypothesis~to some extent confirmed and to some extent disconfirmed--has been that knowing 
explanatory knowledge of a system facilitates the acquisition of symptom-fault rules. The following 
three projects have examined this issue. 

The Role of Mental Models in Constraining Search during Troubleshooting 

Our first project examined whether knowing a mental model for a physical system facilitated the 
subsequent acquisition of symptom-fault rules. Surprisingly, benefits of knowing a mental model 
where difficult to obtain. In several experiments, we obtained no effect of mental models at all. 
Instead, the overwhelming factor that determined how well subjects learned a symptom-fault rule was 
simply the number of times it was studied. The more that subjects studied a symptom-fault rule, the 
better they learned it. Knowing a mental model-on those occasions when it had a beneficial effect-was 
much less important to learning a symptom-fault rule than was frequency of study and use. The relative 
importance of study frequency and the relative unimportance of mental models suggests a simple, 
inexpensive strategy for training troubleshooters: Don't spend a lot of time and resources teaching 
mental models to troubleshooters, if the only type of troubleshooting that they will be performing 
involves symptom-fault rules. Instead, concentrate training efforts on repeated training of the rules so 
that they become well established in the troubleshooters' memories. 

We hasten to add that mental models can be important under circumstances, as we shall see, and that the 
training of troubleshooting can therefore benefit, on some occasions, from the study of mental models. 
Our advice is simply that the importance of study frequency should not be ignored, given it's clear 
importance in learning. 
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One way in which mental models can benefit the application of symptom-fault rules is through 
constraining search during troubleshooting. In Barsalou and Hale (1995), we performed a series of 
experiments, which demonstrate that mental models can constrain search, such that the acquisition of 
symptom-fault rules is improved. To see how this works, imagines that 20 symptom-fault rules could 
potentially apply to the repair of a broken device. If all 20 rules must be considered for each broken 
device, regardless of the symptoms it presents, the troubleshooter must narrow search from 20 potential 
rules to the 1 correct rule. In contrast, imagine that the troubleshooter could immediately eliminate 16 of 
the rules as not being relevant, and only consider 4 in trying to converge on the 1 correct rule. In a 
signal detection context, where the correct rule is the signal and the incorrect rules are noise, it is much 
easier to detect the signal when the noise is 4 irrelevant rules than when it is 20. 

In Barsalou and Hale (1995), we demonstrated that being able to constrain search in this manner, not 
only facilitates the guessing of rules, when the correct rule was not known, it also speeds the learning of 
rules, when rules are known. By developing mathematical models that partition guessing and learning, 
we were able to show that constraining search facilitates both guessing and learning. 

To see how the experiments demonstrated this conclusion, imagine a physical system has 20 
components, organized into 4 subsystems of 5 components each. In the unconstrained search 
condition, the symptom and fault always occurred in different subsystems. Thus, given a symptom, 
subjects could never predict which subsystem the fault was in. In this condition, subjects had to 
consider 19 potential symptom-fault rules, because they couldn't a priori rule out any subsystems. In 
contrast, in the constrained search condition, the fault always occurred in the same subsystem as the 
fault. Thus, subjects learned quickly that they could rule out possible faults in 3 of the 4 potential 
subsystems (i.e., 15 total faults) and concentrate search on the 4 remaining potential faults in the 
subsystem containing the symptom. Under these conditions, we observed that learning symptom-fault 
rules, not just guessing faults, proceeded significantly faster than when search was unconstrained. 

These results demonstrate that helping troubleshooters constrain search can improve their ability to learn 
symptom-fault rules. Again, however, we emphasize the importance of study frequency: The 
importance of constraining search, although sizable in effect, is smaller than the benefit of increasing the 
number of study trials. 

We obtained one other important set of results from these experiments. When subjects didn't know a 
fault (i.e., they hadn't learned the corresponding symptom-fault rule), they guessed. Mental models 
strongly biased subjects' guessing performance, with these biases taking two general forms: direction 
and distance. For direction, subjects tended to guess faults that lay behind symptoms in the flow of 
operation (although faults that lay ahead of symptoms were possible and occurred frequently). For 
distance, subjects tended to guess faults that were near the symptom as opposed to far from it. These 
biases were ubiquitous in our experiments and typically quite strong, prior to subjects learning the 
symptom-fault rules. Implications for training are that troubleshooters can be expected to have these 
biases, and that measures should be taken to anticipate the potential benefits and pitfalls of these biases. 

Finally, we note that the learning of symptom-fault rules will not enable troubleshooters to discover new 
or particularly difficult faults, which may typically require deeper explanatory knowledge of the system 
or weak search methods. Again, these more 'exploratory' types of troubleshooting lie beyond the scope 
of symptom-fault rules. Again, the rationale for focusing on symptom-fault rules was our belief that 
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they are used in the very large majority of troubleshooting cases, and are therefore critical to understand 
scientifically. See Hale (1992) for further discussion. 

The Nature of Human Explanations that Underlie Mental Models 

In most of our research on mental models, we focused on performance measures of learning and 
troubleshooting, such as percent correct and reaction time. In this project, we focused on the 
explanations that people construct while learning mental models and using them in troubleshooting. 
This work is currently under review at the Journal of the Learning Sciences (Hale & Barsalou, 1994). 

To explore the content and construction of human explanations, we performed detailed protocol analyses 
of the explanations that subjects produced while learning about a fictional system (the system learning 
phase) and later while troubleshooting it (the troubleshooting phase). During the system learning phase, 
subjects received a series of diagrams for a system and explained how it worked. During the 
troubleshooting phase, in the absence of the diagrams, subjects explained relations between problematic 
symptoms and their faults. To examine the evolution of explanations with learning, subjects explained 
the same system diagrams and the same symptom-fault relations multiple times. 

The explanations that subjects constructed varied considerably between system learning and 
troubleshooting, indicating that different goals produced different explanations. During system 
learning, subjects focused almost exclusively on functional explanations, exhibiting no trend toward 
deeper mechanistic explanations over time. To construct these functional understandings, subjects 
primarily instantiated existing knowledge in memory, specializing it to explain the purposes of 
individual components. During troubleshooting, subjects still focused on function, but included a much 
wider variety of functional information in their explanations, as well as higher proportions of 
topographical and mechanistic information. Rather than focusing on individual components, subjects 
focused on qualitative relations between components, as they attempted to understand forward causal 
relationships from faults to symptoms. Also unlike system learning, explanations during 
troubleshooting evolved significantly over time, shifting from qualitative reasoning to reminding. 

The topography and coherence of the diagrams studied in system learning affected subjects' 
explanations substantially: During system learning, explanations were more efficient and mechanistic 
when topography and coherence were present than when they were absent. During troubleshooting, 
these factors led to faster understanding of symptom-fault relations, as well as to higher rates of 
remindings, perhaps through improved indexing. 

Our findings raise a variety of issues for further study. Perhaps most significantly, it is not clear how 
the instantiation process works during system learning. What is the nature of the existing knowledge 
that people bring to bear on instantiation? How does information in the current situation specify what 
relevant background knowledge in memory to utilize? How is relevant background knowledge 
configured and transformed to construct specific explanations? Does this process resemble the proof of 
explanation-based learning, or the schema-fitting of explanation patterns? 

Second, what is the nature of the distributed understanding process that occurs during system learning? 
Although people did not talk much about relational information while understanding a system, they 
nevertheless appeared to use it extensively. In trying to explain the purposes of individual components, 
people appeared to rely heavily on their understandings of adjoining components. What information 

51 



Barsalou 

about adjoining components is critical to this process? How is information from adjoining components 
integrated with information about the focal component? What explanatory criteria are people trying to 
satisfy as they construct these distributed explanations? 

Third, our findings raise additional issues that concern troubleshooting: On receiving symptom 
information, to what extent do troubleshooters rely on topographical relations, functional similarity, and 
so forth to select possible faults? Once people have identified candidate faults, what explanatory criteria 
do they use to evaluate the candidates and select one? What specific forms do functional and 
mechanistic reasoning take in this process, and what roles do they play? How do various types of 
knowledge acquired in system learning facilitate search and decision processes in troubleshooting? 

Fourth, our data point to some interesting issues concerning the role of remindings in troubleshooting. 
What sorts of topographical indexes do people establish initially, and how do these indexes operate later 
during search? Also, how do good explanations enhance the use of topography in remindings? How 
does the quality of knowledge established during system learning affect the quality of remindings later 
during troubleshooting? 

In summary, this project provides a rich source of preliminary information on human explanations about 
physical systems. However, it is important to realize that this project constitutes only one of many 
possible situations in which people construct explanations. Although our findings probably capture 
important general properties of explanations, it is obviously essential to explore explanations in other 
situations. Doing so will establish general properties with more certainty, as well as identify conditions 
that produce departures from them. 

The Role of Explanations in Learning Mental Models 

Three general issues were of interest in this project, which became Christopher Hale's dissertation 
(Hale, 1992): First, do explanations provided to people while they are learning a system's structure 
facilitate the later learning of symptom-fault rules? Second, do explanations provided to people while 
they are learning symptom-fault rules (after they have learned the system's structure) facilitate learning? 
Third, are functional explanations maximally effective in facilitating learning, or does added causal 
information improve learning further? 

In initial experiments, we observed little if any beneficial effect of explanations at any point in learning 
(in comparison to control groups who received no explanations). Consequently, we stopped 
performing these experiments and tried to understand why the explanations weren't working. To 
understand the hypothesis that we eventually developed, consider a few details of how these 
experiments work. During the initial learning of a system, subjects study diagrams of the system's 
structure, with each diagram representing a set of physical components connected by their input-output 
relations. For example, one of the diagrams for a satellite refueler might represent several chemical 
tanks, which are connected to a mixer that blends the chemicals to form fuel. In this diagram, subjects 
would learn that chemicals flow from the chemical tanks to the mixer, where they are mixed. Later, 
during symptom-fault learning, subjects might learn that when the mixer malfunctions, it is typically 
because a chemical tank is broken. Consequently, the symptom is a malfunctioning mixer, and the fault 
is a broken chemical tank. In the experiments, subjects receive "mixer malfunctioning" as the symptom, 
and "chemical tanks broken" as the fault. The way to think about this kind of troubleshooting is as a 
real world situation where the troubleshooter is dealing with a modular system, for which various 
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monitoring and diagnosis systems isolate malfunctioning and broken components. For example, a 
monitoring system might initially warn the operator that the mixer is malfunctioning. The operator 
might then run various diagnosis procedures, which specify that a chemical tank is broken, causing the 
mixer to malfunction. At that point, a repair person might swap out the malfunctioning tank with a 
replacement 

Note that in the above malfunction and diagnosis, no information is provided about the behavior of the 
malfunction (i.e., how the mixer is malfunctioning), or about what is wrong with the chemical tanks. 
Instead, the operator simply receives information that the mixer is malfunctioning, and that a chemical 
tank is broken. Our hypothesis about why explanations weren't helping subjects learn symptom-fault 
rules was as follows: Perhaps subjects couldn't access the explanations from the symptoms, because 
the symptoms were too "barren," not containing any behavioral information that would be specific 
enough to retrieve the explanations. For example, imagine that the symptom is "malfunctioning mixer," 
and that the explanation for why the a broken chemical tank caused this malfunction is that "the mixer is 
malfunctioning because, a chemical tank is failing to send a necessary chemical, thereby causing the 
mixer to produce incorrect fuel mixture." Because the symptom ("malfunctioning mixer") fails to 
specify its behavioral problem ("producing incorrect fuel mixture"), the learner has difficulty accessing 
the explanation that contains this information. In contrast, when the symptom is elaborated as "mixer 
that's producing an incorrect fuel mixture," the match is higher, and the explanation is more likely to be 
retrieved, thereby providing access to the probable fault. To summarize, perhaps subjects only take 
advantage of explanations when the cueing information in the symptom activates the explanations stored 
with the fault in memory. In contrast, perhaps we weren't seeing explanation effects, either at learning 
or test, because, the symptoms weren't specific enough to retrieve the explanations. 

To test this, we ran a few pilot subjects for whom we provided behavioral information about the 
malfunctioning component in the symptom, and we finally found explanation effects. As a result, we 
redesigned our original experiments to incorporate this critical variable, namely, whether or not the 
symptom is elaborated behaviorally or not. In these experiments, this factor is crossed fully with two 
additional factors: (1) whether subjects receive explanations at learning, and (2) whether subjects 
receive explanations at test Note that explanations at learning describe how the system works as 
subjects study and memorize the diagrams for the system, whereas explanations at test describe how the 
symptom and fault are related as subjects receive feedback about the fault they generated for the 
symptom. 

The implications of this finding appear important for designing troubleshooting applications in the real 
world. Essentially, it suggests that whatever symptom information subjects receive should be specific 
and should map closely onto the explanation that links it to the associated fault. For example, many 
modular systems nowadays simply instruct the operator that a particular component is malfunctioning, 
without specifying the malfunctioning behavior. If the operator knows an explanation linking the 
symptom to the fault, it is likely that this barren error message will fail to activate the explanation and 
thereby fail to take advantage of the explanation's ability to generate the fault. In contrast, if the error 
message states the behavioral properties of the symptom in a way that maps closely onto the 
explanation, the explanation is likely to become active and bring the fault to the operator's attention. 

Thus, the primary finding from these experiments is that the largest explanation effect occurs for 
elaborated symptoms: When symptoms are barren, the presence or absence of explanations at either 
learning or test has little effect. Explanations primarily appear to facilitate learning when symptoms are 
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elaborated. Moreover, there is a main effect of elaborated versus barren symptoms: Even when 
subjects receive no explanations, elaborated symptoms seem to promote better learning than barren 
symptoms. However, the best performance appears to occur when subjects receive both explanations 
and elaborated symptoms, suggesting that an explanatory understanding of the system, coupled with 
elaborated symptoms capable of accessing relevant parts of this explanatory structure, produce optimal 
troubleshooting performance. 

Hale also ran one further experiment that assessed whether causal explanations produce any better 
learning than simple functional explanations. For example, a functional explanation might be, "the 
mixer is malfunctioning because, a chemical tank is failing to provide a necessary chemical, thereby 
causing the mixer to produce incorrect fuel mixture." In contrast, a causal explanation might be, "the 
chemical tank cracked and drained, such that its chemical did not flow to the mixer, thereby causing the 
mixer to produce incorrect fuel mixture." The latter explanation is causal, because it describes a physical 
mechanism (the crack) that caused the malfunction, rather than simply describing the functional problem 
as in the former explanation (i.e., a necessary chemical failed to arrive at the mixer). Of interest is 
whether the additional causal information facilitates learning, even though it doesn't increase the match 
between an elaborated symptom and the explanation. Our hypothesis was that the causal information 
strengthens the explanation, thereby increasing the chances of generating the fault, once the symptom 
accesses the explanation. The results weakly supported the causal hypothesis. However, it is critical to 
explore the role of causal information further before drawing strong conclusions. We doubt if the role 
of causal knowledge, if indeed important, plays as substantial a role in learning as does presentation 
frequency, constrained search, symptom elaboration, and the presence of explanations during system 
learning and troubleshooting. 

Finally, it is essential to note that Chris Hale continues to carry out this line of work at Armstrong 
Laboratories (Brooks AFB). One of the primary accomplishments of this funding was the training and 
development of Hale as a research scientist. Not only did Hale contribute to much of the research in this 
report, he continues to contribute significantly to this area, and he will certainly contribute for many 
more years to come. For the past two years, Hale has been continuing the research in his dissertation, 
along with other related projects on the acquisition and troubleshooting of physical systems. One of 
Hale's primary projects has been to examine the long-term effects of explanations on the acquisition of 
symptom-fault rules. In all of our previous work, subjects were tested immediately on the application of 
these rules, thereby not enabling an assessment of what happens after longer delays. Of particular 
interest is whether explanations have larger effects than those observed thus far when there are long 
delays between rule acquisition and rule application, as often occurs in the real world. Hale's 
preliminary findings indeed suggest that explanations become increasingly important with delay. 
Because most real-world troubleshooting involves delay, the outcome of Hale's current studies has 
important implications in applied settings. 

Once Hale has completed these studies, he plans to write a long report or monograph containing both 
these studies and those from his dissertation. 

FRAMES IN MENTAL MODELS 

In performing our research on mental models, it became clear that mental models are a type of frame or 
schema. For this reason, we undertook a theoretical analysis to assess the nature of frames. Without 
such an analysis, we didn't believe that we could provide a clear and compelling account of the mental 
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models that underlie the acquisition and troubleshooting of physical systems. Thus, we performed three 
projects in this area: one that attempted to establish the nature of frames, a second that attempted to 
acquire preliminary evidence for our particular formulation of frames, and a third that attempted to 
implement a simulation of this theory. 

The Nature of Frames 

Several initial papers examined the structure of frames: Barsalou (1991), Barsalou (1992), and 
Barsalou and Hale (1993). Barsalou's (1992) text on cognitive psychology also develops the construct 
of frame as central theoretical entity and illustrates its role throughout the cognitive system. These 
accounts contrast frames with feature lists, the latter being a derivative of prepositional logic, and the 
former a derivative of predicate calculus. Frames are much more powerful expressively than feature 
lists, representing several types of structure impossible to represent in feature lists. Most importantly, it 
is just this type of structure that is central to mental models. 

In these papers, we established four critical relations that constitute frame structure. Our strong 
conjecture is that these four relations are necessary and jointly sufficient for the existence of any frame. 
These relations are: (1) attribute-value relations (i.e., slots bound to instantiations), (2) structural 
invariants (i.e., predicates that link attributes conceptually), (3) constraints (i.e., correlations between 
the values of two or more attributes, and (4) recursion (i.e., the potential decomposition of any attribute, 
value, structural invariant, or constraint into further frames). We know of no aspect of conceptual 
structure that cannot be accounted for by these four relations. Most importantly, it is exactly this sort of 
structure that is central to mental models of physical systems. Models of physical systems have 
attributes that take values (e.g., the current states of components), structural invariants (e.g., the 
connectivity between components), constraints (e.g., the dependence of one component's state on 
another component's state), and recursion (e.g., the hierarchical decomposition of a component). 

In two later papers, we explored the thesis that frames have a perceptual basis (Barsalou, 1993; 
Barsalou, Yeh, Olseth, Luka, Mix, & Wu, 1993). These papers demonstrate how the four basic frame 
relations just described exist naturally and intrinsically in perceptual representations. Of future interest is 
exploring the roles that such perceptual representations play in the acquisition and troubleshooting of 
physical systems 

Empirical Evidence for Frames 

Two preliminary projects attempted to obtain evidence for our account of frames. The first, performed 
in collaboration with Brian Ross and Koen Lamberts, examined the acquisition of frames for municipal 
water systems. Subjects studied a total of 12 water plants. One group of subjects-the frame condition- 
-was asked to learn about water systems in general, whereas the other group--the exemplar condition- 
was asked to learn the individual water systems. The 12 water systems had a variety of attributes and 
structural invariants in common, while varying on the values of the attributes. Of interest was the 
degree to which subjects learned the frame structure, especially the attributes and their distributions of 
values. We predicted that the frame condition would learn the frame for the water systems, whereas the 
exemplar group would not. Results from the one experiment performed so far support this prediction. 
Model subjects were able to produce frame-structured information much more extensively than exemplar 
subjects. Interestingly, model subjects also appeared better able to remember information about 
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exemplars, suggesting that acquiring the frame for water systems in general facilitated the learning of 
individual water systems. Further studies in this project are currently being planned. 

The second project similarly sought evidence for frames. This project, performed in collaboration with 
Janellen Huttenlocher and Koen Lamberts, obtained compelling evidence that people integrate 
information across multiple presentations of the same individual into a frame for that individual. In 
these experiments, we demonstrated that people make an important decision, on encountering new 
information in the environment, about whether to create a new frame for storing the information, or to 
add the information to an existing frame. Essentially, this sort of processing conforms to the one-entity 
one-frame-principle (Barsalou et al., 1993). According to this principle, information about an individual 
extracted from multiple processing events is integrated into a single frame, assuming that the 
individual's identity is established correctly on each occasion. On encountering a familiar individual, its 
frame is retrieved to guide processing in two ways: First, the frame provides top-down guidance in 
interpreting the individual, utilizing information from previous experiences to understand and predict the 
individual's current behavior. Second, the frame absorbs information about the individual from the 
current processing episode, adding new information to the frame and strengthening repeated 
information, perhaps reinterpreting it in the process. The result is an integrated memory structure for the 
individual that contains both generic and episodic information. A paper reporting this work is currently 
under review (Barsalou, Huttenlocher, & Lamberts, 1994). 

Thus, our preliminary attempts to obtain evidence for frames have been highly successful. We plan to 
continue gathering empirical evidence for frames, especially the role of frames in structuring the mental 
models that underlie physical systems. 

A Computational Model of Frames 

During the funding period, we began building a general computational system-Image Frame Nets 
(IFN)-that reflects three themes: (1) The representation language should be inherently perceptual, not 
propositional. (2) Predicates, argument binding, and recursion should structure the system, enabling 
productive, symbolic computation. (3) The processing environment should be inherently statistical, 
much like a connectionist system, exhibiting generalization, pattern completion, and adaptive learning. 

The JJFN representation language is grounded in a general perceptual syntax that can apply to any 
modality of experience, including the five sensory modalities, proprioception, and introspection. Units 
in the system represent 'regions' of an experiential image that are attended to by selective attention. 
Connections between units represent attentional shifts from one region to another. Various relations 
between images, represented implicitly, underlie argument binding, predicates, and recursion (Barsalou, 
1992). For example, an argument is a region of an image that becomes specialized with other images 
(e.g., the face on the schematic image for person is an argument, because images of many particular 
faces can specialize it). Similarly, recursion results from specializing the region of a region (e.g., 
specializing eye in face for person). Thus, specific patterns of attentional shifts between images and 
their regions implicitly define a productive syntax that can produce infinite symbolic structures from 
finite elements. 

Based on its learning history, the IFN system adapts itself to its informational environment. In some 
ways, learning proceeds as in standard connectionism. For example, regions and attentional shifts 
develop strengths that reflect processing frequency. To the extent that some regions of an experiential 
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image are processed more than others, the units that represent them become more responsive to input. 
Similarly, to the extent that some attentional shifts between regions occur more than others, the 
connections that represent them convey activation more rapidly. In other ways, however, the IFN 
system departs significantly from standard connectionism. For example, the system constantly grows 
new units as new images and regions are processed. Similarly, the system constantly grows new 
connections as new attentional shifts are performed. Unlike the standard connectionist system, which 
has a fixed set of units and a homogenous, fixed set of connections, our architecture is not 'closed' 
structurally. Thus, our system is fairly 'localist' in nature, although an entity's representation is always 
distributed over many units. Our system further differs from standard connectionism in how it controls 
activation. Rather than controlling activation through negative connections, the IFN system controls 
activation through negative baselines toward which units constantly decay. Thus, most connections are 
positive, reflecting a Hebbian sort of learning. Negative connections do arise when strategic attention 
deliberately attempts to suppress a unit, but this is far from the standard practice in which roughly half 
of a system's connections have negative weights. Finally, learning is much more local than in standard 
connectionism. Rather than distributing error across all connections, the EFN system only adapts those 
units and connections attended to explicitly, thereby avoiding catastrophic interference. 

Initially, the IFN system is being developed as a general computational architecture. It will exhibit a 
broadly applicable form, as well as a straightforward, user-friendly interface that will provide 
considerable ease and flexibility to non-programmers. Currently, the representation language has been 
completely implemented, together with a classic Macintosh interface that allows users to construct a very 
large space of possible networks. Also completed are the mathematics that underlie activation and 
learning. Two final components of the system remain to be written: (1) The user interface for defining 
the exemplars that train the system during learning. (2) The tracking system for capturing aspects of the 
system's performance for later study. 

Once finished, the IFN system could be used to represent and examine static nets, similar to the 
interactive activation nets in the word recognition literature. Alternatively, the EFN system could be used 
to build adaptive systems that learn during categorization and memory experiments. Once the EFN 
system reaches this stage of development, the next stage will be to build mechanisms that underlie 
problem solving and reasoning, so that we can model the types of results on system learning and 
troubleshooting reported earlier. 
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